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The fields of opto- and electromechanics have facilitated numerous advances in the areas of precision measurement and sensing, ultimately driving the studies of mechanical systems into the quantum regime. To date, however, the quantization of the mechanical motion and the associated quantum jumps between phonon states remains elusive. For optomechanical systems, the coupling to the environment was shown to preclude the detection of the mechanical mode occupation, unless strong single photon optomechanical coupling is achieved. Here, we propose and analyse different setups, which allow us to overcome this limitation and resolve the energy levels of a mechanical oscillator. We find that the heating of the membrane, caused by the interaction with the environment and unwanted couplings, can be suppressed for carefully designed electromechanical systems. The results suggest that phonon number measurement is within reach for modern technology.

Quantum key distribution (QKD) provides ultimate cryptographic security based on the laws of quantum mechanics. For point–to–point QKD protocols, the security of the generated key is compromised by detector side channel attacks. This problem can be solved with measurement device independent QKD (mdi–QKD). However, mdi–QKD has shown limited performances in terms of the secret key generation rate, due to post–selection in the Bell measurements. We show that high dimensional (Hi–D) encoding (qudits) improves the performance of current mdi–QKD implementations. The scheme is proven to be unconditionally secure even for weak coherent pulses with decoy states, while the secret key rate is derived in the single photon case. Our analysis includes phase errors, imperfect sources and dark counts to mimic real systems. Compared to the standard bidimensional case, we show an improvement in the key generation rate.
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Quantum key distribution (QKD) giver ultimativt kryptografisk sikkerhed baseret på kvantemekaniske love. For punkt-til-punkt QKD protokoler, trues sikkerheden af den genererede kode af detektor-sidekanal-angreb. Dette problem kan håndteres ved måleapparat-afhængig QKD (mdi–QKD). For mdi-QKD er der dog begrænsninger i raten, hvormed kodenøglen genereres på grund af post-udvælgelse i Bellmålingerne. Vi viser her, at højdimensional (Hi-D) kodning (qudits) forbedrer opførslen af de nuværende mdi-QKD implementeringer og at det er ubetinget sikkert også for svage kohærente pulser med lokke tilstande. Desuden udleder vi kode-raten i enkelt-foton tilfældet. For at simulere rigtige systemer indeholder vores analyser fase fejl, ufuldkomne kilder og mørke tællinger og viser en forbedring i kode-raten sammenlignet med det almindelige bidimensionale tilfælde.
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Chapter 1

Introduction

In this manuscript, we present the work of the past three years. With our results on spin squeezing summarized elsewhere [1, 2], we focus on electromechanics, optomechanics and quantum key distribution (QKD). In chapter 2, we expand the results of Ref. [3] on the phonon quantum nondemolition (QND) measurement. Chapter 3 contains unpublished work, that generalizes Ref. [3] to the optical domain. We investigate possible strategies to increase the secret key rate in measurement device independent (mdi) QKD [4] in chapter 4, and finally present conclusions and outlooks in chapter 5.

1.1 Looking for mechanical hiccups

Energy quantization is one of the hallmarks of quantum mechanics. First theorized for light by Einstein and Planck, it was found to be ubiquitous in nature and represents a cornerstone of modern physics. It has been observed in various microscopic systems starting from nuclei, atoms, and molecules, to larger mesoscopic condensed matter systems such as superconductors [5]. For macroscopic systems, however, the observation of energy quantization is hindered by the smallness of the Planck constant. Thus, although being a milestone of contemporary physics, up to date the discrete energy spectrum of mechanical resonators has never been seen directly.

Extreme progress in studying mechanical systems has been achieved in experiments exploiting radiation pressure. This is the core of optomechanics [6], where photons and phonons of the optical and mechanical subsystems interact with each other. A similar type of coupling can be realized in the microwave domain with electrical circuits, leading to the field of electromechanics [7, 8, 9, 10, 11, 12]. The numerous advances of optomechanics and electromechanics include ground state cooling [13, 14, 8, 15, 9, 16], ultra precise sensing [17, 18, 19, 20, 21], generation of squeezed light and mechanical states [22, 23, 24, 11, 12], back action cancellation [25, 26], and detection of gravitational waves [27]. In all of these systems, however, the operation in the single photon/phonon regime is challenging due to the small value of the bare coupling [7, 28]. Instead, experiments exploit an enhanced linearized effective coupling induced by a large driving field. This severely limits the nature of the interactions [29] and possible quantum effects. In particular, it precludes the observation of the energy quantization in mechanical resonators.

Our work extends the available interactions in opto- and electromechanics. We provide a theoretical framework that allows determining if, for a given experimental setup, nonlinear interactions do play a role, or are hindered by other couplings. This is crucial if the realm of mechanical oscillators wants to be extended to computing or other complex tasks. Whether this will be useful or not, depends on future developments of other platforms. For instance, ions and neutral atoms have long coherence times and allow for high fidelity gates (single and two qubits) [30, 31].
However, despite substantial progress in building up bigger lattices [32, 33], these systems are hardly scalable. Moreover, arbitrary two-qubit gates are generally challenging, with often only next-neighbour interactions available. Quite the opposite is true for superconducting circuits and artificial atoms [30]. Sitting on a junk of nuclear spins and/or other noise sources, dephasing is a central issue, with coherence times limited to few microseconds [34]. However, scalability is considered to be quite straightforward\footnote{1}, and gate fidelities have proven to approach unity [35]. Both kinds of platforms managed to run simple quantum algorithms with small computational depths [36, 37], but did not irrefutably prove the so-called quantum supremacy [38]. Mechanical oscillators, on the other side, have both long coherence times [39], and can be built in arrays of potentially unlimited elements. Big enough to make the fabrication deterministic, but small to fit millions in a squared decimetre, their operational time can be of few microseconds, and can be interfaced with optical or microwave light. These advantages come at the cost of a small interaction strength, consequence of their ‘macroscopic’ sizes, and a potentially noisy environment. Despite experiments have demonstrated nonlinear interactions in optomechanical systems [40, 41], it is not yet clear how to exploit these for computing purposes. As such, the role of mechanics in quantum information is limited to few auxiliary applications. For instance, membranes could act as transducers [13, 42] in a hybrid machine, or could be used to deterministically change the light propagation direction [43]. Alternatively, their long coherence could be used for storage purposes\footnote{2}, in a similar scheme to the one proposed by Gorshkov et al. for atomic ensembles [44]. In chapters 2 and 3, we discuss about phonon QND measurement. Already investigated [45, 46, 47, 48, 49] but never accomplished, we determine the main limitations and prove that it is available for current technologies. What will be useful for, and the outlook for future researches, is discussed in chapter 5.

1.2 High dimensional mdi–QKD

Digital security is important for several aspects of modern life. Classical cryptography only promises to make decryption hard, but not impossible. On the contrary, quantum key distribution (QKD) is based on the laws of physics, theoretically allowing parties to share cryptographic keys in an unconditionally secure way [50]. However, several physical requirements have to be satisfied to provide unconditional security, and most experimental implementations of QKD have proven to be vulnerable to attacks [51, 52, 53, 54, 55, 56, 57, 58, 59, 60]. These attacks mainly exploit weaknesses in the detectors, whereas the sources are less vulnerable. To overcome this limitation, device independent (di–QKD) [61, 50, 62, 63], and measurement device independent QKD (mdi–QKD) [64] were introduced to decrease the reliance on the physical setup. While di–QKD remains challenging due to technical limitations, including the need for extremely efficient detection [50], mdi–QKD is ready to be implemented in real networks.

Mdi–QKD was introduced by Lo et al. in Ref. [64]. Here, the two parties Alice and Bob only use photon sources, while the detection is performed by a third party, Charlie. Different degrees of freedom have been used to demonstrate the feasibility of this scheme (e.g.: polarization, phase, time, and space) [64, 65, 66]. Compared to other QKD protocols, however, mdi-QKD has shown low key generation rates. To reduce this limitation, high-dimensional (Hi–D) encoding can be used to improve

\footnote{1}{Fabrication imperfections in the devices may be, however, a limiting factor for the next years.}
\footnote{2}{Currently under development in the group.}
the photon information efficiency (PIE) [67]. Recent results have shown how spatial or temporal modes can be used to increase the dimension of the Hilbert space [68, 69, 70, 71, 72] for standard QKD. We propose a protocol, where Alice and Bob generate qudits (quantum states in $N$-dimensions) encoded in different paths or time slots of the photons. These photons then interfere at Charlie’s Beam Splitters (BS), as shown in Fig. 4.1. As discussed below, the measurement projects the qubits into a two dimensional subspace, which can be used for QKD. In the following, we analyse this high dimensional mdi–QKD protocol, considering the main sources of errors, such as imperfect photon generation, dark counts and (unknown) phase shifts. We prove that high dimensional mdi–QKD is unconditionally secure for coherent states with the decoy state technique [64, 73], and analyse the key generation rate for single photon sources. In analogy to a similar result for standard QKD [72], we find that our Hi–D mdi–QKD protocol is advantageous, particularly in the detector saturation regime, where the time between photon clicks at Charlie’s detectors is comparable to the detectors’ dead time $\tau_d$. We study the protocol both for time and space encoding and analyse the practical constraints that make one encoding better than the other. A different Hi–Dmdi–QKD scheme was proposed in Ref. [67], but remains experimentally unfeasible, since discriminating Bell states in high dimensions is impossible by simple means [74, 75]. In comparison, our protocol can be implemented without a significant increase in the complexity of existing setups. In particular, for weak coherent states and time encoding, no change in the hardware is required.
Chapter 2

QND measurement for mechanical motion quanta

In this chapter, we present the results summarized in [3]. In section 2.1, we explain the main results, allowing the reader to understand the potential and problems of the setup. Later on in section 2.2, we present the derivations. Conclusions are then given in section 2.3.

2.1 Main results

Quantization of mechanical energy can be observed by a quantum nondemolition (QND) measurement [76, 77] of an oscillator’s phonon number operator $\hat{n}_b$. Here, QND means that the interaction, which couples the mechanical system with the measurement apparatus, does not affect the observable we are interested in. This is achieved if the total Hamiltonian commutes with $\hat{n}_b$, and the influence of the environment is minimized. Considering the electromechanical setups in Fig. 2.1, we show that QND detection is feasible for a capacitor in which one of the electrodes is a light micromechanical oscillator. By choosing an antisymmetric mode for the oscillator, the interaction between the electrical and mechanical subsystems is quadratic in the displacement. Along with the suppression of the linear coupling, this ensures the QND nature of the measurement, as originally proposed in Refs. [45, 46] for an optomechanical system. In that system, however, it was shown in Refs. [78, 79] that the combination of unwanted losses and the coupling to an orthogonal electromagnetic mode spoils the interaction, unless strong single photon coupling is achieved. Here, we show that for the considered electromechanical setup the equivalent orthogonal mode can have dramatically different properties, allowing for the phonon QND detection. We derive general conditions under which the QND measurement is possible, and characterize its experimental signatures. As compared to previous approaches to phonon QND measurement [45, 46, 47, 48, 49], our procedure does not impose stringent requirements on the single photon optomechanical coupling, but relies on the ratio of the involved coupling constants. This makes our approach attractive even for systems where the interaction is limited, e.g., due to stray capacitances in the setup. For a measurement of the square displacement, a similar advantage was identified in Ref. [48].

We first study an RLC circuit with one capacitor plate being an oscillating membrane, without assuming the symmetry discussed above [Fig. 2.1(b)]. The mechanical motion of the plate shifts the resonance frequency of the circuit, while the electric potential exerts a force on the membrane. In order to perform a QND measurement of the phonon number, we require this interaction to be proportional to $\hat{n}_b$. We therefore Taylor expand the inverse of the capacitance to second order in the
displacement, $1/C(\hat{x}) \simeq C_0^{-1} + \tilde{g}_1(\hat{b} + \hat{b}^\dagger) + \tilde{g}_2(\hat{b} + \hat{b}^\dagger)^2/2$, where we replaced the position $\hat{x}$ with the creation $\hat{b}^\dagger$ and annihilation $\hat{b}$ operators of the mechanical motion, and $\tilde{g}_{1,2}$ denote linear and quadratic coupling constants. Within the rotating wave approximation, $\tilde{g}_2(\hat{b} + \hat{b}^\dagger)^2/2 \simeq \tilde{g}_2\hat{n}_b$, leading to the desired QND interaction, while the $\tilde{g}_1$ term adds unwanted heating that spoils the phonon measurement.

The main aim of this work is to identify conditions under which the QND measurement is feasible, despite the presence of heating. We first consider the simple circuit in Fig. 2.1(b), and assume the incoming signal $\hat{V}_{in}$ to be in a coherent state resonant with the circuit. The quadratic interaction then shifts the electrical resonance frequency proportionally to the phonon number $\tilde{g}_2\hat{n}_b$. For small $\tilde{g}_2$, this shift leads to a phase change of the outgoing signal $\hat{V}_{out}$, that can be determined by homodyne measurement. Different phononic states will thus lead to distinct outcomes $V_M$, as shown in Fig. 2.2. The distance $d$ between output signals for different $\hat{n}_b$ and the standard deviation $\sigma$ of the noise define the signal to noise ratio $D = d/\sigma$ (see Fig. 2.2), that needs to be maximised.

In order to have a successful QND measurement, the phonon number $\hat{n}_b$ must be conserved. If the mechanical state jumps during a measurement, the outcome $V_M$ will end up in between the desired peaks. This leads to a reduced contrast, as
illustrated by the distribution in the background of Fig. 2.2. The probability for \( \hat{n}_b \) to change is generally state-dependent, in the sense that higher Fock states are more likely to jump. A state-independent characterization of this heating, is given by the average phonons \( \Delta n_b \) added to the ground state during the measurement time \( T \). The jump probability for any state can then be derived from \( \Delta n_b \) using standard results for harmonic oscillators (see section 2.2.3).

Both \( D \) and \( \Delta n_b \) are proportional to the incoming intensity. We therefore characterize a setup by the parameter \( \lambda = D^2/\Delta n_b \), where \( \lambda \gg 1 \) is required for successful QND detection. For the RLC circuit in Fig. 2.1(b) we find below that

\[
\lambda = \frac{1}{2(1 + 2\bar{n}_e)^2} \left( \frac{g_2}{g_1} \right)^2 \left( \frac{\omega_m}{\gamma_t} \right)^2,
\]

where \( g_1 = \tilde{g}_1 C_0 \omega_s \), \( g_2 = \tilde{g}_2 C_0 \omega_s \) and \( \bar{n}_e \) is the thermal occupation of \( R_0 \) and \( Z_{\text{out}} \) (assumed equal, \( R_0 = Z_{\text{out}} \)). Here, \( \omega_m \) and \( \omega_s = (C_0 L_0)^{-1/2} \gg \omega_m \) are the mechanical and electrical frequencies, respectively, and \( \gamma_t = Z_{\text{out}}/L_0 \) corresponds to the output coupling rate. A result similar to Eq. (2.1) is derived in Ref. [80].

Despite progress in reaching the resolved sideband regime \( \omega_m \gg \gamma_t \) in both opto- and electromechanical systems, \( g_2 \) is generally much smaller than \( g_1 \), implying \( \lambda \ll 1 \) in Eq. (2.1). To circumvent this problem, we use the second fundamental mode of the membrane in the capacitor, as depicted in Fig. 2.1(a). The first order coefficient \( \tilde{g}_1 \) of the \( 1/C(\hat{x}) \) expansion then vanishes, leaving \( \tilde{g}_2 \) to be the largest contribution to the electromechanical coupling. In this situation \( \lambda \) seemingly grows indefinitely, the induced heating disappears, and the QND measurement of the phonon number is easily realized. In practice, however, two effects will limit the achievable value of \( \lambda \). First, inaccuracies in the nanofabrication can cause misalignments and, consequently, a residual linear coupling. Second, the oscillation of the membrane induces a charge redistribution in the capacitor to maintain it at an equipotential. The associated antisymmetric electrical mode introduces an effective linear coupling, and a similar heating mechanism as the one identified in Ref. [78] for the optomechanical setup of Refs. [45, 46]. In these papers, the quadratic interaction results from a hybridization of two modes linearly coupled to the mechanical position, and the QND detection was found to be impossible unless the single-photon coupling \( g_1 \) exceeded the intrinsic cavity damping. In our case, the QND interaction arises directly from the Taylor expansion of the capacitance. Hence, there is no constraint tying the second-order coupling \( g_2 \) to the properties of the symmetric and antisymmetric electrical modes, which can have vastly different resonance frequencies and dampings (see section 2.2.2). This inhibits the mechanical heating and ultimately allows for the QND detection of the phonon number. We model the charge redistribution in the capacitor by parasitic inductances \((L)\) and resistances \((R)\) in the equivalent circuit of Fig. 2.1(c). Each of the two arms containing \( R \) and \( L \) represents one half of the capacitor, with opposite dependence on the membrane position, \( C(\hat{x}) \) and \( C(-\hat{x}) \).

2.1.1 ‘Single-arm’ RLC circuit

In the following, we derive Eq. (2.1) for the RLC circuit in Fig. 2.1(b). The methods sketched here will then be generalised for the ‘double-arm’ circuit in Fig. 2.1(c). Using the standard approach [81], we write the circuit Hamiltonian as \( \hat{H}(\hat{x}) = \Phi^2/2L_0 + \tilde{Q}^2/2C(\hat{x}) \), where the conjugate variables \( \hat{Q} \) and \( \Phi \) are the charge and magnetic flux, respectively. We can expand \( \hat{H}(\hat{x}) \) in the mechanical position \( \hat{x} \propto \)
$\hat{b} + \hat{b}^\dagger$, in order to obtain the circuit Hamiltonian $\hat{H}_e = \hat{H}(\hat{x} = 0)$ and the coupling Hamiltonian $\hat{H}_{em} = g_1 \omega_s L_0 \hat{Q}^2 (\hat{b} + \hat{b}^\dagger)/2 + g_2 \omega_s L_0 \hat{Q}^2 (\hat{n}_b + \hat{b}\hat{b}^\dagger/2 + \hat{b}^\dagger\hat{b}^\dagger/2)$. The total Hamiltonian $\hat{H}_{tot} = \hat{H}_e + \hat{H}_{em} + \hat{H}_m$ is therefore the sum of the circuit, interaction, and the mechanical Hamiltonian $\hat{H}_m = \hbar \omega_m \hat{b}\hat{b}^\dagger$.

Next, we describe the environmental effects corresponding to decay and heating of the modes. Associating each resistor $R_i$ with its own Johnson–Nyquist noise $\hat{V}_{R_i}$, we find the equations of motion of the composite system

$$\dot{\hat{Q}} = \frac{\Phi}{L_0}$$

$$\dot{\hat{\Phi}} = -\frac{\hat{Q}}{C_0} - (\gamma_t + \gamma_t) \hat{\Phi} - g_1 \omega_s L_0 \hat{Q} \left( \hat{b} + \hat{b}^\dagger \right)$$

$$- g_2 \omega_s L_0 \hat{Q} \left( \hat{n}_b + \frac{\hat{b}\hat{b} + \hat{b}^\dagger\hat{b}^\dagger}{2} \right) + 2 \left( \hat{V}_{in} + \hat{V}_{R_0} \right)$$

$$\hat{b} = -i\omega_m \hat{b} - \frac{g_1 i\omega_s L_0 \hat{Q}^2}{2\hbar} - \frac{g_2 i\omega_s L_0 \hat{Q}^2}{2\hbar} \left( \hat{b} + \hat{b}^\dagger \right)$$

$$- \frac{\gamma_t}{2} \hat{b} + i \frac{x_z}{\hbar} \hat{f}_b$$

where $\gamma_t = R_0/L_0$, $\gamma_b$ is the intrinsic mechanical damping rate with associated noise $\hat{f}_b$, and $x_z = \sqrt{\hbar/(2m\omega_m)}$ is the amplitude of the zero–point motion for a membrane of mass $m$. From now on, we consider optimally loaded setups with $\gamma_t = \gamma_t$.

Eqs. (2.2) fully characterize the dynamics of the system, and represent the starting point for our detailed analysis.

The feedback of the membrane’s motion on the electrical circuit is described by Eq. (2.2b). Driving the system at the electrical resonance frequency $\omega_s$, the terms proportional to $g_1 (\hat{b} + \hat{b}^\dagger)$ and $g_2 (\hat{b}\hat{b} + \hat{b}^\dagger\hat{b}^\dagger)$ give rise to sidebands at frequencies $\omega_s \pm \omega_m$ and $\omega_s \pm 2\omega_m$, respectively, whereas $g_2 \hat{n}_b$ induces a phonon–dependent frequency shift of the microwave cavity. Since homodyne detection is only sensitive to signals at the measured frequency, the sidebands are removed in the outcome $\hat{V}_M$, which is defined as the phase quadrature of $\hat{V}_{out} = \hat{V}_{in} - \gamma_t \hat{\Phi}$. This allows us to neglect oscillating terms in the calculation of $\hat{V}_M$. The only contribution to $\hat{V}_M$ is therefore the phonon–dependent frequency shift, that allows us to resolve the mechanical state. On the contrary, the electrically induced mechanical heating only involves the sidebands $\omega_s \pm \omega_m$ and $\omega_s \pm 2\omega_m$, being unaffected by the term $g_2 \hat{n}_b$ in the Hamiltonian. For the RLC circuit in Fig. 2.1(b), the heating is dominated by the linear term, since $g_1 \gg g_2$, and we shall neglect $g_2$ for the calculation of $\Delta n_b$ below.

Below, we quantify the heating of the membrane and the phonon–dependent $LC$–frequency shift. We first assume that the mechanical state does not jump during the measurement. Then, the equations of motion of the two subsystems decouple and we find

$$D^2 = g_2^2 |\alpha|^2 / [4(1 + 2T_e)\gamma_t^2],$$

where the number of photons $|\alpha|^2$ sent into the circuit within the measurement time $T$ sets the measurement strength. As discussed above, $\Delta n_b$ is the average phonon number at the end of the measurement $\Delta n_b = \langle \hat{n}_b(T) \rangle$, with the mechanics initially in its ground state. For $T$ much shorter than the mechanical lifetime $1/\gamma_b$, $\Delta n_b$ can be linearised to find the rate at which the membrane heats up. For the $RLC$ circuit in

$^1$The linear term also leads to mechanically induced damping of the electrical circuit, but this is typically negligible compared to $\gamma_t$. 
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Figure 2.2: Distribution of outcomes $V_M$ for two different phonon numbers: $n_b = 0$ (first peak to the left) and $n_b = 1$ (last peak to the right). For a given value of $n_b$, repeated measurements are Gaussian distributed with a variance $\sigma^2 \propto 1 + 2\bar{n}_e$ of the outgoing signal $\hat{V}_{out}$, consisting of vacuum and thermal noise. The distance $d$ between the two peaks depends on the circuit parameters and the number of incident photons, and identifies the signal to noise ratio $D = d/\sigma$. Ideally, for each shot of the measurement, the mechanics is either in its ground or first excited state. However, for $\Delta n_b > 0$ there will be events where the mechanical state jumps, resulting in outcomes $V_M$ in between the peaks relative to $n_b = 0$ and $n_b = 1$ (smaller peaks in the figure). This leads to the smeared distribution shown in the back. The visibility of the QND measurement is quantified by the values at the peaks and valleys, as indicated by $I_0$, $I_1$ and $I_R$ [see Eq. (2.8)]. The figure is for illustration only, and is not to scale.

Fig. 2.1(b), we find

$$\Delta n_b = (1 + 2\bar{n}_e) g_1^2 |\alpha|^2 / (2\omega_m^2).$$

(2.4)

The parameter $\lambda$ given in Eq. (2.1) is then found as the ratio $\lambda = D^2 / \Delta n_b$. For details, see section 2.2.1.

2.1.2 ‘Double arm’ circuit

With the overall linear coupling vanishing, the parameter $\lambda$ will be limited by fabrication imperfections and coupling to the antisymmetric mode. To model these phenomena we consider the circuit in Fig. 2.1(c), where the antisymmetric mode resides inside the small loop containing the two capacitors, and the symmetric one probes the system. We derive $g_1$ and $g_2$ from the expansion of each of the two capacitors: $1/C(\pm \hat{x}) \simeq C_0^{-1} \pm \hat{g}_1 (\hat{b} + \hat{b}^\dagger) + \hat{g}_2 \hat{n}_b$, so that in the absence of fabrication imperfections the total capacitor $C_{tot} = C(\hat{x}) + C(-\hat{x})$ is not linearly coupled to the symmetric mode. The coefficients $g_1$ and $g_2$ are related to their tilde counterparts in the same way as before, and the parameters $D^2$ and $\Delta n_b$ are evaluated in a similar fashion as we did for the RLC circuit. Since we quantify two sources of heating, it is convenient to write $\lambda = (\lambda_b^{-1} + \lambda_p^{-1})^{-1}$, where $\lambda_b$ takes into account heating from
charge redistribution, and $\lambda_p$ describes the influence of fabrication imperfections. With the details presented in section 2.2.2, we find

$$\lambda_b = \frac{2}{(1+2\bar{n}_e)^2} \left( \frac{g_2}{g_1} \right)^2 \left( \frac{\omega_s}{\gamma_l} \right)^2 \frac{Z_{out}}{R}, \quad (2.5a)$$

$$\lambda_p = \frac{2}{(1+2\bar{n}_e)^2} \left( \frac{g_2}{g_1} \right)^2 \left( \frac{g_1}{\gamma_l} \right)^2 \left( \frac{\omega_m}{\gamma_l} \right)^2, \quad (2.5b)$$

where $\omega_s = [C_0(L+2L_0)]^{-1/2}$ is the frequency of the symmetric mode, $\gamma_l = [2Z_{out}] / [L + 2L_0]$ is the decay to the transmission line and $g_t = 2C_0x_0\omega_s\partial_xC_{tot}^{-1}(x)$ is the residual linear coupling induced by fabrication imperfection. We use the same notation introduced for the RLC circuit to allow a direct comparison. Eqs. (2.5) express the gain of our approach to QND detection. First, Eq. (2.5b) quantifies the advantage of symmetry: $\lambda$ dramatically improves compared to Eq. (2.1) by having a small residual linear coupling $g_t \ll g_1$. Second, Eq. (2.5a) is multiplied by the factor $(\omega_s/\omega_m)^2$ with respect to Eq. (2.1). For microwave readout of a MHz oscillator, this factor can be substantial. Furthermore, the mechanical oscillator is now only susceptible to the noise associated with charge redistribution on the capacitor, and not to the resistance in the inductor. This gives an additional improvement if $R < Z_{out}$.

To describe a realistic situation, we numerically simulate the case in which the parasitic resistances $R$, inductances $L$ and the two bare capacitances $C_0$ differ from each other. In Fig. 2.3, we test the system with these asymmetries and the physical parameters given below. In the left plot, the role of a residual linear coupling $g_t$ is investigated. In the right one, we consider unbalanced resistances $R \pm \delta R$, inductances $L \pm \delta L$, and capacitances $C_0 \pm \delta C$. The results show that our analytical predictions accurately describe a system with non-zero $g_t$ and $\delta C$. Furthermore, the numerical points confirm that $\delta R$ and $\delta L$ enter as higher order perturbations. In fact, we generally find that Eqs. (2.5) are accurate for relatively large perturbations (up to 25%).

Inspired by recent experiments [82, 83, 84, 85, 21], we estimate the value of $\lambda$, which can be reached in state-of-the-art setups. We consider a rectangular monolayer graphene membrane of length 1 µm and width 0.3 µm, with a mechanical frequency of $\omega_m = (2\pi)80$ MHz and a quality factor $Q = 10^6$. It is suspended $d_0 = 10$ nm above a conducting plate, forming the capacitor [see sketch in Fig. 2.1(a)]. Assuming that the membrane is clamped to the substrate along its boundaries, we identify the ratio of the coupling coefficients for each capacitor $C(\pm \hat{x})$ in Fig. 2.1(c) to be $g_2/g_1 = \pi^2x_2/(8d_0)$ [86]. Considering that for these geometries stray capacitances $C_s$ are typically preponderant with respect to $C_0$, we take $g_1 \simeq (2\pi)7$ kHz and $g_2 \simeq (2\pi)1$ Hz, corresponding to $C_s \simeq 100C_0$. For comparison, a value of $C_s = 50$ fF is obtained in Ref. [82], for a graphene membrane about two and a half times the size considered here. This stray capacitance would be 376 times $C_0 \simeq 13$ fF. Assuming a reduction of $C_s$ due to the smaller dimensions, we take $C_s = 100C_0$.

With an electrical reservoir at zero temperature $\bar{n}_e \simeq 0$ (valid for milliKelvin experiments), an electrical frequency $\omega_s = (2\pi)7$ GHz, and decay rate $\gamma_l = (2\pi)150$ kHz, we get $\lambda_b = 105 \times Z_{out}/R$ and $\lambda_p = 0.014 \times (g_1/g_t)^2$. Since the graphene coupling can be tuned via electric fields [87, 88, 89], we assume $g_1/g_t \sim 100$, which fixes $\lambda$ between 60 ($R = Z_{out}$) and 122 ($R = Z_{out}/10$), mostly restricted by $\lambda_p$. This limit is well above the threshold for having a good visibility of the phonon number states

\footnote{The simple analytical expressions for $\lambda_p$ given in the text is valid for the parasitic elements of the circuit being larger than the non-parasitic ones.}
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Figure 2.3: Left: Average phonon number $n_b(t)$ as a function of time. We present a comparison between the analytical curves (grey, dotted lines) and the full simulations of the system (blue dots). From the bottom to the top we set $g_r/g_1$ to be $0, 2 \cdot 10^{-3}$, $10^{-2}$ and $3 \cdot 10^{-2}$. We use $\delta R = \delta L = \delta C = 0$. Right: heating rate $\Delta n_b/T$ as a function of the normalised residual linear coupling $g_r/g_1$. Here we analyse the system in presence of asymmetries in the parasitic elements of the circuit. The three dark grey lines are the analytical predictions for $\delta C/C_0$ being equal to 0 (dotted), 0.005 (dashed) and 0.02 (full). The circles, squares and diamonds are the simulated results for the values $\delta R/R, \delta L/L, \delta C/C$ reported in the legend. We assume $L/L_0 = 10^{-2}$, $R/Z_{\text{out}} = 10^{-1}$, $\omega_s = (2\pi)7$ GHz, $\omega_m = (2\pi)80$ MHz, $\gamma_r \simeq \gamma_t = (2\pi)0.15$ MHz, $\gamma_b = (2\pi)80$ Hz, $g_1 = (2\pi)7$ kHz, $\bar{n}_e = \bar{n}_m = 0$, and an incident photon flux $|\tilde{\alpha}|^2 = 1.15 \cdot 10^{15} \text{s}^{-1}$.

(see below), and can be further improved by either increasing the sideband resolution $\omega_m/\gamma_t$, the electrical frequency $\omega_s$, or by reducing the size of the membrane. In Fig. 2.4(b), we show the linear coupling $g_1$ as a function of the stray capacitance. For small values of $C_s$, we reach the strong coupling regime, where $g_1 \geq \gamma_t$. In the realistic scenario described above, where $C_s \gg C_0$, our scheme still allows for phonon QND measurement even for $g_1, g_2 \ll \gamma_t$. This is in contrast to the optomechanical regime, where strong coupling $g_1 > \gamma_t$ is required [78]. Regardless of how much $C_s$ reduces the coupling constants, it is in principle always possible to compensate by using stronger power.

2.1.3 Measurement

We now evaluate how well a given value of $\lambda$ allows for the QND detection of the phonon number. To this end we consider a situation where the system is continuously probed and measured. The output is then turned into discrete results by averaging over a suitable time $T$, and a histogram is constructed from the measured values $V_M$. We assume that the heating of the continuous QND probing is in equilibrium with the mechanical damping and the associated reservoir. In this case, one also needs to consider the thermal bath of the membrane. In addition to $\Delta n_b$ determined above, the total heating out of the ground state is thus $\Delta n_b + \gamma_b \bar{n}_m T$. This additional term
leads to a redefinition of the parameter \( \lambda \) to
\[
\lambda' = \lambda - \frac{\Delta n_b}{\Delta n_b + \gamma_b \bar{n}_m T},
\]
and the equilibrium average mechanical occupation, resulting from both the mechanical reservoir and the QND probe, becomes
\[
\bar{N}_{\text{eff}} \simeq \bar{n}_m \frac{\lambda}{\lambda - \lambda'}. \tag{2.7}
\]

The phonon QND measurement is then characterized by \( \lambda' \), which is desirable to have as close as possible to its maximum \( \lambda \). This can be achieved by choosing a sufficiently strong probing power and a short measurement time \( T \), such that the mechanical heating can be neglected. This leads to a large \( \bar{N}_{\text{eff}} \), that does not significantly change the contrast of the QND measurement [see Eq. (2.9) and Fig. 2.5(b)], but increases the time for acquiring significant statistics (the mechanical system spends less time in each Fock state).

Given \( \lambda' \), we now want to optimize all remaining parameters of the system, to be able to discern the ground and first excited states with the largest contrast. We simulate the mechanical system with the quantum–jump method, and pick Gaussian distributed random values for the electrical vacuum and thermal noise. From this, we make the histogram of the resulting output voltages \( V_M \) presented in Fig. 2.5(a),

Figure 2.4: (a): average intracavity photons \( |\bar{a}|^2 / \gamma_t \) required for the QND measurement, as a function of the relative value of the stray capacitance \( C_s / C_0 \). The three lines correspond to different values of the mechanical quality factor, as indicated in the legend. We assume \( \Delta n_b = 0.3 \) and equal contributions from the mechanical and electrically induced reservoirs \( \bar{n}_m = \bar{N}_{\text{eff}} / 2 = 3 \). As a reference, the grey dashed lines indicate the associated powers of the probe. (b): linear coupling \( g_1 \) as a function of \( C_s / C_0 \). For both figures, the shadowed region indicates the strong coupling \( g_1 \geq \gamma_t \), where QND detection is feasible with other approaches [45, 48, 49].
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where the induced heating $\Delta n_b$ is optimized numerically. For the optimization we consider the visibility

$$\xi = \frac{1}{2} (I_0 + I_1) - I_R \quad \frac{1}{2} (I_0 + I_1) + I_R,$$

(2.8)

where $I_0$ and $I_1$ are the heights of the peaks corresponding to $n_b = 0$ and $n_b = 1$ phonons, while $I_R$ is the lowest height in between $I_0$ and $I_1$ (see Fig. 2.2).

Additionally, we make an analytical model where we allow for one jump during each measurement period. We can extract the asymptotic behaviour of the visibility

$$\xi (\lambda', \bar{N}_{\text{eff}}) = 1 - 8\frac{3 + 5\bar{N}_{\text{eff}} \sqrt{\pi \log \lambda'}}{1 + 2\bar{N}_{\text{eff}}} \lambda'$,$$

(2.9)

reflecting the compromise between the contributions to $I_R$ from the noise $\propto \exp(-D^2/8)$ and from the jumps during the measurements $\propto \Delta n_b$.

The results of simulations and model are shown in Fig. 2.5(a). The blue points are the numerical optimization, which are in good agreement with the analytical result (red, dotted line). Notice that for small values of $\lambda'$, the optimal $\Delta n_b$ is sufficiently high to allow multiple jumps during the measurement time $T$, leading to minor discrepancies. The black, solid line is Eq. (2.9), and the shadowed region corresponds to the predicted values of $\lambda$ for the parameters introduced above. Qualitatively, clear signatures of the mechanical energy quantization are present for $\lambda' \gtrsim 40$, where the visibility exceeds 20%.

For the experimental parameters considered above, the maximum attainable value of $\lambda'$ is $\lambda = 122$ (for $R = Z_{\text{out}}/10$), and is achieved with a strong probe such that $\bar{N}_{\text{eff}} \gg \bar{n}_m$. The incident power and the measurement time $T$ provide a handle to optimize the performance for given experimental conditions. Qualitatively, a short value of $T$ minimizes the effects of the mechanical heating, and makes $\lambda' \simeq \lambda$. On the other hand, the required power to reach such a regime can be troublesome [90], and we may need to integrate for too long time to have sufficient statistics (since $\bar{N}_{\text{eff}} \gg 1$). This last problem can be solved by adding an electrical cooling, red-detuned by $\omega_m \gg \gamma_t$ from the QND probe. This cooling would not affect the parameter $\lambda'$, since it does not heat up the system, but only reduces $\bar{N}_{\text{eff}}$. The visibility $\xi$ thus remains almost unaltered [see Eq. (2.9) and Fig. 2.5(b)], but the probability to find the membrane in low excited states is increased, reducing the experimental time.

As an example, assume that the heating from the electrical feedback and the mechanical bath are equal, such that $\lambda' = \lambda/2 = 61$. Considering a cryogenic temperature of 14 mK [84], the average mechanical occupation is $\bar{n}_m \simeq 3$, implying $\bar{N}_{\text{eff}} = 6$. The optimal $\Delta n_b$ is then 0.3, and can be obtained with a driving power of 16 nW and a measurement time of 0.1 ms for a mechanical quality factor $Q = 10^6$ and a stray capacitance $C_s = 100C_0$. For other values of $Q$ and $C_s$, the driving power can be varied to fulfill the constraint $\bar{N}_{\text{eff}} = 2\bar{n}_m$, as shown in Fig. 2.4(a). The incident field is rather intense, which may cause additional heating to the system. In the setup of Ref. [90], such additional heating has been observed above an intracavity photon number of $10^8$. For comparison, in Fig. 2.4(a) we show the intracavity photon number $|\bar{a}|^2/\gamma_t$ for our system, where $|\bar{a}|^2 = |a|^2/T$ is the photon flux. Depending on the parameters, we see that $|\bar{a}|^2/\gamma_t$ will be similar or higher than $10^8$ for $C_s \gtrsim 100C_0$. These devices cannot, however, be compared directly. Nevertheless, since Ref. [90] indicates that the source of this heating is electrical, we believe that it would be strongly suppressed for the QND measurement considered here. Since the linear coupling
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Figure 2.5: (a), 3D plot: histograms of outcomes for different $\lambda'$ (from left to right, $\lambda' = 32, 10^2, 3 \cdot 10^2, 10^3, 3 \cdot 10^3$ and $10^4$). The optimal values of $\Delta n_b$ are (from left to right) 0.43, 0.27, 0.12, 0.05, $2 \cdot 10^{-3}$ and $8 \cdot 10^{-4}$, and have been determined by a numerical optimization. The shadowed region corresponds to the estimated visibility for state-of-the-art technology, $\lambda \simeq 60 - 130$. 2D plot (back): maximum visibility $\xi$ for different values of the parameter $\lambda'$. The blue circles have been evaluated numerically from the histograms in the 3D plot (and others). The error bars of the Monte Carlo simulation (black lines inside) have been determined assuming Poissonian statistics in each bin, and are negligible on this scale. The red dotted curve comes from our model for the visibility, and the black solid curve is the simplified expression presented in Eq. (2.9). We consider $\bar{N}_{\text{eff}} = 1$. See Methods for more details. (b): expected outcomes for $\lambda' = 75$ and $\bar{N}_{\text{eff}}$ being 1 (full), 10 (dashed) and 100 (dotted line). The parameter $\Delta n_b$ has been optimized to achieve maximum visibility for each value of $\bar{N}_{\text{eff}}$.

is almost cancelled by symmetry, the resulting heating rate is likely reduced by a factor $(g_r/g_1)^2 \simeq 10^{-4}$. In absence of this suppression, conducting our experiment in a pulsed regime may substantially reduce other heating mechanisms (see section 2.2.4).

2.2 Derivations

Here we provide additional details to support the above results. In subsection 2.2.1 we carefully study the $RLC$ circuit. We describe how the QND interaction allows for reading out the mechanical state, and the dynamics induced by the linear coupling. In subsection 2.2.2, we derive the figure of merit $\lambda$ for the circuit in Fig. 2.1(c). We consider both the symmetric case, for which analytical results are given, and the most general case of an antisymmetric system. In subsection 2.2.3 we look at a possible measurement scheme, both analytically and numerically. Finally, in subsection 2.2.4, we present an investigation of the required experimental parameters for a concrete realization of our setup. Throughout, we present several numerical simulations to support our analytical results.
2.2. Derivations

2.2.1 RLC circuit

We consider an RLC circuit where the capacitor contains an oscillating element. Following the standard procedure for quantizing an electrical circuit [81], we can write the Hamiltonian of the setup presented in Fig. 2.6 as

\[
\hat{H} = \hbar \omega_m \hat{b}^\dagger \hat{b} + \frac{\hat{\Phi}^2}{2L_0} + \frac{g_1 \omega_s L_0}{2} \hat{Q}^2 (\hat{b} + \hat{b}^\dagger)
\]

\[
+ \frac{g_2 \omega_s L_0}{2} \hat{Q}^2 \left( \frac{\hat{b} \hat{b}^\dagger + \hat{b}^\dagger \hat{b}}{2} \right) - 2 \hat{Q} (\hat{V}_{\text{in}} + \hat{V}_{R_0}) - x_z \hat{F}_b(\hat{b} + \hat{b}^\dagger),
\]

(2.10)

where the conjugate position \( \hat{Q} \) and momentum \( \hat{\Phi} = L_0 \hat{I} \) are the electrical charge and flux, respectively. \( x_z = \sqrt{\hbar/(2m\omega_m)} \) is the zero–point motion amplitude for a membrane of mass \( m \), and \( \hat{b} (\hat{b}^\dagger) \) denotes the mechanical annihilation (creation) operator. \( \omega_m \) and \( \omega_s = (C_0L_0)^{-\frac{1}{2}} \) are the mechanical and electrical resonance frequencies. \( C_0, g_1 \) and \( g_2 \) are derived from the expansion of the inverse capacitance,

\[
C^{-1}(\hat{b} + \hat{b}^\dagger) \simeq C_0^{-1} + g_1 L_0 \omega_s (\hat{b} + \hat{b}^\dagger) + g_2 L_0 \omega_s (\hat{b} + \hat{b}^\dagger)^2,
\]

(2.11)

where the coupling required for the QND interaction comes from the rotating wave approximation: \((\hat{b} + \hat{b}^\dagger)^2 \simeq 2\hat{n}_b + 1\). Finally, \( \hat{V}_{\text{in}} \) is the input field, \( \hat{V}_{R_0} \) is the Johnson–Nyquist noise associated with the resistor \( R_0 \), and \( \hat{F}_b \) is the random force related to the mechanical reservoir that slowly thermalizes the membrane. From Eq. (2.10)

![Figure 2.6: Circuit diagram for an RLC circuit coupled capacitively to a mechanical oscillator, with the position operator denoted as \( \hat{x} \). \( R_0 \) and \( L_0 \) are the inductance and resistance of the electrical circuit, while \( C(\hat{x}) \) is the position–dependent capacitance. The setup is driven by the microwave (MW) field \( \hat{V}_{\text{in}} \) through the semi–infinite transmission line of impedance \( Z_{\text{out}} \). \( \hat{V}_{\text{out}} \) is the reflected signal, \( \hat{V}_{R_0} \) the Johnson–Nyquist noise associated with \( R_0 \), and \( \hat{I} \) is the current flowing in the circuit.](image_url)

we can derive the Heisenberg equations of motion for the electromechanical system operators \( \hat{Q}, \hat{\Phi} \) and \( \hat{b} \). Adding decays and noises to the equations of motion we have
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\[
\dot{Q} = \frac{\dot{\Phi}}{L_0},
\]

\[
\dot{\Phi} = -\frac{\dot{Q}}{C_0} - g_1 \omega_s L_0 \dot{Q} (\dot{b} + \dot{b}^+ ) - g_2 \omega_s L_0 \dot{Q} \left( \dot{n}_b + \frac{\dot{b} b + \dot{b}^+ b^+}{2} \right) - (\gamma_1 + \gamma_t) \Phi + 2 \left( \dot{V}_{in} + \dot{V}_{R0} \right),
\]

\[
\dot{b} = -i \omega_m b - g_1 \frac{i \omega_s L_0 \dot{Q}^2}{2\hbar} - g_2 \frac{i \omega_s L_0 \dot{Q}^2}{2\hbar} (\dot{b} + \dot{b}^+) - \frac{\gamma_b}{2} \dot{b} + i x \dot{\hat{F}}_b.
\]

Importantly, these expressions are just the familiar Kirchoff’s laws, which provide the form of the electrical decay rates \( \gamma_t = R_0/L_0 \) and \( \gamma_t = Z_{out}/L_0 \). The mechanical decay rate \( \gamma_b \) is an intrinsic property of the membrane, and we have assumed that the mechanical reservoir can be treated using the Markov approximation. Finally, the reflected signal is determined by the input/output relations

\[
\dot{V}_{out} = \dot{V}_{in} - \gamma_t \dot{\Phi},
\]

that read the same in the time and frequency domains.

QND measurement of the phonon number

As explained in the section 2.1, there are three mechanisms with which the mechanical system influences the electrical one. These are the two terms \( g_1 (\dot{b} + \dot{b}^+) \) and \( g_2 (\dot{b} b + \dot{b}^+ b^+) \), which generate sidebands at frequencies \( \omega_s \pm \omega_m \) and \( \omega_s \pm 2 \omega_m \), and a phonon–dependent frequency shift proportional to \( g_2 \dot{n}_b \) [see Eq. (2.12b)]. When we perform homodyne measurement at the resonant frequency of the electrical circuit \( \omega_s \), the sidebands contribution to the measurement outcome averages out, and we are left with the phonon–dependent frequency shift. The main detrimental effect of \( g_1 \) will be to cause heating. We consider this in subsection 2.2.1, and in the following discussion of the readout we thus assume that the phonon number is conserved, \( \dot{n}_b(t) \rightarrow \dot{n}_b = \text{constant} \). Under these assumptions, the electrical readout is independent of the mechanical dynamics, and can be described by

\[
\dot{Q} = \frac{\dot{\Phi}}{L_0},
\]

\[
\dot{\Phi} = -\frac{\dot{Q}}{C_0} - g_2 \omega_s L_0 \dot{Q} \dot{n}_b - (\gamma_1 + \gamma_t) \Phi + 2 \left( \dot{V}_{in} + \dot{V}_{R0} \right).
\]

As it is instructive to look at these equations in the frequency domain, we introduce the Fourier series of any operator \( \hat{O}(t) \) by

\[
\hat{O}(t) = \sum_{k=-\infty}^{\infty} \hat{O}[\Omega_k] e^{-i\Omega_k t} \sqrt{T},
\]

with \( \Omega_k = 2\pi k/\tau \) (\( k \in \mathbb{Z} \)) being the allowed frequencies, and \( \tau \) is the time period used to define the Fourier series. For now we will let \( \tau \) be equal to the measurement time \( T \), but later we shall consider a larger value to describe heating on longer time scales. The Fourier coefficients \( \hat{O}[\Omega_k] \) are then defined by

\[
\hat{O}[\Omega_k] = \int_0^T \hat{O}(t) e^{i\Omega_k t} \sqrt{T} dt.
\]
It is possible to rewrite equations (2.14) in the frequency domain:

\[-i\Omega_k \hat{\Phi}^{\dagger}[\Omega_k] = -\frac{\hat{Q}[\Omega_k]}{C_0} - g_2\omega_z L_0 \hat{Q}[\Omega_k] \hat{n}_b - (\gamma_r + \gamma_t) \hat{\Phi}^{\dagger}[\Omega_k] + 2(\hat{V}_{\text{in}}[\Omega_k] + \hat{V}_{\text{R0}}[\Omega_k]),\]

(2.17a)

\[-i\Omega_k \hat{Q}[\Omega_k] = \frac{\hat{\Phi}[\Omega_k]}{L_0}.\]

(2.17b)

From these two relations we derive \(\hat{\Phi}[\Omega_k]\), which can then be used in Eq. (2.13) for determining \(\hat{V}_{\text{out}}[\Omega_k]\):

\[
\hat{V}_{\text{out}}[\Omega_k] = [1 - \zeta(\Omega_k, \hat{n}_b)] \hat{V}_{\text{in}}[\Omega_k] - \zeta(\Omega_k, \hat{n}_b) \hat{V}_{\text{R0}}[\Omega_k],
\]

(2.18a)

\[
\zeta(\Omega_k, \hat{n}_b) = \frac{2\gamma_t \Omega_k}{i(\Omega_k^2 - \omega_z^2 - g_2\omega_z \hat{n}_b) + \Omega_k(\gamma_r + \gamma_t)}.
\]

(2.18b)

These expressions describe the principle of the QND measurement: the quadratic interaction shifts the resonance frequency of the circuit by an amount proportional to \(g_2 \omega_z \hat{n}_b\) [denominator of Eq. (2.18b)]. By sending a signal resonant with the electrical circuit, it is possible to detect this frequency change as a phase shift of the reflected signal.

From the quantized form of \(\hat{V}_{\text{in}}[\Omega_k]\) and \(\hat{V}_{\text{R0}}[\Omega_k]\) [77], we have the Fourier components

\[
\hat{V}_{\text{in}}[\Omega_k] = \sqrt{\frac{\hbar \Omega_k Z_{\text{out}}}{2}} \hat{a}_{\text{in},k},
\]

(2.19a)

\[
\hat{V}_{\text{R0}}[\Omega_k] = \sqrt{\frac{\hbar \Omega_k R_0}{2}} \hat{a}_{\text{R0},k},
\]

(2.19b)

where \(\hat{a}_{\text{in},k}\) and \(\hat{a}_{\text{R0},k}\) are the annihilation operators for the input field and the electrical reservoir, and satisfy the standard commutation relations. The measurement outcome \(\hat{V}_M\) is obtained by homodyne detection, meaning that we have access to

\[
\hat{V}_M[\Omega_k] = \frac{e^{i\theta} \hat{V}_{\text{out}}[\Omega_k] + e^{-i\theta} \hat{V}_{\text{out}}^{\dagger}[\Omega_k]}{2},
\]

(2.20)

where \(\theta\) is an arbitrary phase that allows choosing the quadrature of the reflected signal to be measured.

Having now all the operator equations describing the system in the Heisenberg formalism, we need to define the input state \(\hat{\rho}_{\text{in}}\). Assuming that the semi–infinite transmission line of impedance \(Z_{\text{out}}\) and the resistor \(R_0\) are connected to reservoirs at the same temperature \(T_o\), and that we drive the circuit with a coherent field at the resonant frequency \(\omega_z\), we have:

\[
\hat{\rho}_{\text{in}}(\bar{\alpha}, \bar{\beta}_R) = \frac{1}{Z} \hat{D}(\bar{\alpha}) e^{-\hat{\rho}_R \hat{\mathcal{H}}_R} \hat{D}^{\dagger}(\bar{\alpha}).
\]

(2.21)

Here, \(Z = \text{Tr} \left\{ e^{-\hat{\rho}_R \hat{\mathcal{H}}_R} \right\}\) is the partition function, \(\hat{D}(\bar{\alpha}) = \exp \left( \int_0^T \bar{a}(t) \hat{a}^{\dagger}_{\text{in},s}(t) - \bar{a}^{\dagger}(t) \hat{a}_{\text{in},s}(t) dt \right)\) is the displacement operator, \(|\bar{\alpha}|^2\) is the photon flux, \(\hat{\mathcal{H}}_R = \sum_k \left\{ \hbar \Omega_k \hat{a}^{\dagger}_{\text{in},k} \hat{a}_{\text{in},k} + \hbar \Omega_k \hat{a}^{\dagger}_{\text{R0},k} \hat{a}_{\text{R0},k} \right\}\) is the reservoir Hamiltonian, and \(\hat{\rho}_R^{-1} = k_B T_o\) with \(k_B\) being the Boltzmann constant. Using \(\hat{\rho}_{\text{in}}(\bar{\alpha}, \bar{\beta}_R)\) it is possible to calculate the average measured signal \(V_M = \langle \hat{V}_M \rangle\) and the variance \((\Delta \hat{V}_M)^2 = \langle \hat{V}_M^2 \rangle - \langle \hat{V}_M \rangle^2\) for an incident field at
the resonance frequency $\omega_s$:

$$V_M(n_b) = -\alpha \sqrt{\frac{h\omega_s Z_{out}}{2}} \text{Im}\{\zeta(\omega_s, n_b)\}, \quad (2.22a)$$

$$\langle \Delta \hat{V}_M \rangle^2 = \frac{h\omega_s Z_{out}}{2} \left[ 1 + 2 \bar{n}_e(\omega_s, T_e) \right], \quad (2.22b)$$

where $|\alpha|^2 = \int_0^T |\hat{\alpha}(t)|^2 dt$ is the number of photons sent into the circuit during the measurement. The imaginary part is denoted with $\text{Im}\{\cdot\}$, and $\bar{n}_e(\omega_s, T_e) = [\exp(\bar{\hbar} \beta R \omega_s) - 1]^{-1}$ is the average number of photons at frequency $\omega_s$ in the electrical reservoir. Note that we have taken $\theta = \pi$ in Eq. (2.20), and $\hat{\alpha}(t) = \alpha / \sqrt{T}$ to be purely real. With this choice, we measure the phase quadrature, which optimizes the signal for small $g_2$ (see Fig. 2.7).
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**Figure 2.7:** Example of amplitude (left) and phase (right) quadratures of the measured operator $\hat{V}_M$. The plain and dotted curves refer, respectively, to the cases in which the membrane is in its ground ($n_b = 0$) or in its first excited ($n_b = 1$) state. As one can see, the quadratic coupling $g_2$ induces a frequency shift, proportional to the phonon number. The quantity $d$, derived analytically in Eq. (2.23), is indicated. We assumed optimally loaded setups with $\gamma_r = \gamma_t$. Compared to the realistic scenario $g_2 \ll \gamma_t$, the frequency shift is here exaggerated. Whenever $g_2 \ll \gamma_t$, the frequency shift is more easily detected by looking at the phase quadrature $\theta = \pi$ of the reflected signal.

It is now possible to derive the parameter $D^2 = d^2 / \sigma^2$ introduced in section 2.1. We defined $d$ to be the difference between two outcomes with one and zero phonons respectively,

$$d = V_M(n_b = 1) - V_M(n_b = 0) = \alpha \sqrt{\frac{h\omega_s Z_{out}}{2}} \text{Im}\{\zeta(\omega_s, n_b = 0) - \zeta(\omega_s, n_b = 1)\}. \quad (2.23)$$
2.2. Derivations

Considering that \( \sigma^2 \) is the variance \((\Delta V_M)^2\), we find

\[
D^2 = \frac{d^2}{\sigma^2} = \frac{4}{1 + 2\tilde{n}_e} \frac{g_2^2 |\alpha|^2 \gamma_t^2}{g_2^2 + (\gamma_t + \gamma_t)^2}.
\]  

(2.24)

This last equation reduces to Eq. (2.3) by setting \( \gamma_t = \gamma_t \) and noticing that typically \( g_2 \ll \gamma_t + \gamma_t \).

Membrane heating

In this subsection we study the time evolution of the average phonon number \( n_b(t) = \langle n_b(t) \rangle \), and determine the parameter \( \Delta n_b \) that characterizes the probability for the mechanical state to jump during the measurement time \( T \). It is convenient to introduce creation \( \hat{a}^\dagger \) and annihilation \( \hat{a} \) operators for the electrical charge \( \hat{Q} \) and flux \( \Phi \) operators,

\[
\hat{Q} = \sqrt{\frac{\hbar C_0 \omega_s}{2}} (\hat{a} + \hat{a}^\dagger),
\]

(2.25a)

\[
\Phi = i \sqrt{\frac{\hbar}{2C_0 \omega_s}} (\hat{a}^\dagger - \hat{a}).
\]

(2.25b)

Using these we can rewrite the Hamiltonian in Eq. (2.10) as

\[
\hat{H} = \hbar \omega_s \hat{a}^\dagger \hat{a} + \hbar \omega_m \hat{b}^\dagger \hat{b} + \frac{\hbar g_1}{2} \hat{a}^\dagger \hat{a} (\hat{b}^\dagger \hat{b} + \frac{\hat{b}^\dagger \hat{b}}{2}) + \frac{\hbar g_2}{2} \hat{a}^\dagger \hat{a} \left( \hat{b}^\dagger \hat{b} + \frac{\hat{b}^\dagger \hat{b}}{2} \right)
\]

\[
- \hbar \sqrt{\frac{2C_0 \omega_s}{\hbar}} (\hat{a}^\dagger + \hat{a})(\hat{V}_m + \hat{V}_{R0}) - x_s \hat{F}_b (\hat{b} + \hat{b}^\dagger),
\]

(2.26)

where we have used the rotating wave approximation to neglect terms which are off–resonant with the electrical frequency \( \omega_s \). Given that the coupling coefficients \( g_1 \) and \( g_2 \) are small compared to all other parameters, we linearize \( \hat{a} \) and \( \hat{a}^\dagger \) such that only deviations from their steady states are considered: \( \langle \hat{a}(t) \rangle = \langle \hat{a}(t) \rangle + \delta \langle \hat{a}(t) \rangle \), where

\[
\langle \hat{a}(t) \rangle \xrightarrow{\text{steady}} \frac{2i \alpha \sqrt{\gamma_t} e^{-i\omega_t t}}{\sqrt{\gamma_t + \gamma_t}}.
\]

(2.27)

If the experiment is performed in a pulsed fashion with incoming pulses varying on a timescale comparable to the circuit’s lifetime \((\gamma_t + \gamma_t)^{-1}\), Eq. (2.27) should be replaced by a suitable expression that takes into account the transient dynamics [91]. Here we restrict ourselves to the cases in which either fields are applied continuously, or pulses are slowly varying on the timescale identified by \((\gamma_t + \gamma_t)^{-1}\). In the latter case, the simple replacement \( \alpha \rightarrow \alpha(t) \) in Eq. (2.27) is sufficient.

Considering that \( g_2 \ll g_1 \), we can neglect the quadratic coupling in the Hamiltonian Eq. (2.26) for calculating the heating. The Hamiltonian can then be rewritten in the form

\[
\hat{H} = \hbar \omega_m \hat{b}^\dagger \hat{b} + i \frac{\hbar g_1}{\gamma_t + \gamma_t} \sqrt{\frac{\gamma_t}{T}} (\delta a - \delta a^\dagger)(\hat{b}^\dagger + \hat{b}^\dagger) - x_s \hat{F}_b (\hat{b} + \hat{b}^\dagger)
\]

\[
- \hbar \sqrt{\frac{2C_0 \omega_s}{\hbar}} \left[ \delta a^\dagger (\delta \hat{V}_m + \hat{V}_{R0}) + \delta a \left( \delta \hat{V}_m^\dagger + \hat{V}_{R0}^\dagger \right) \right],
\]

(2.28)

The latter case, the simple replacement \( \alpha \rightarrow \alpha(t) \) in Eq. (2.27) is sufficient.
where we have switched to the rotating frame using the unitary transformation \( \hat{U} = e^{i\omega_s \delta t / \hbar} \). Notice that we linearized the operator \( \hat{V}_{in} = (\hat{V}_{in}) + \delta V_{in} \) with its average given by the coherent field \( a \) at the frequency \( \omega_a \), and neglected a term \( \propto |a|^2 (\hat{b} + \hat{b}^\dagger) \), that can be removed by changing the rest position of the mechanical oscillator.

The equations of motion for the operators \( \hat{b} \) and \( \delta a \) are then given by

\[
\dot{\delta a} = \frac{g_1 a}{\gamma_t + \gamma_r} \sqrt{\frac{\gamma_t}{T}} (\hat{b} + \hat{b}^\dagger) - \frac{\gamma_t + \gamma_r}{2} \delta a + i \sqrt{\frac{2C_0 \omega_s}{\hbar}} (\delta V_{in} + \hat{V}_R_0), \tag{2.29a}
\]

\[
\dot{\hat{b}} = -i \omega_m \hat{b} - \frac{g_1 a}{\gamma_t + \gamma_r} \sqrt{\frac{\gamma_t}{T}} (\delta a - \delta a^\dagger) - \frac{\gamma_t}{2} \hat{b} + i \frac{x_z}{\hbar} \hat{F}_b, \tag{2.29b}
\]

where we have linearised in the operators \( \delta a \) and \( \delta a^\dagger \). A formal solution in the time domain for these two differential operator equations then reads

\[
\delta a(t) = \delta a(0) e^{-\frac{i \omega_m t}{2}} + \frac{g_1 a}{\gamma_t + \gamma_r} \sqrt{\frac{\gamma_t}{T}} \int_0^t e^{-\frac{i \omega_m t}{2} (t-\tau)} [\hat{b}(\tau) + \hat{b}^\dagger(\tau)] d\tau
\]

\[
+ i \sqrt{\frac{2C_0 \omega_s}{\hbar}} \int_0^t e^{-\frac{i \omega_m t}{2} (t-\tau)} (\delta V_{in}(\tau) + \hat{V}_R_0(\tau)) d\tau,
\]

\[
\dot{\hat{b}}(t) = \hat{b}(0) e^{-i(\omega_m + \frac{\gamma_t}{2}) t} - \frac{g_1 a}{\gamma_t + \gamma_r} \sqrt{\frac{\gamma_t}{T}} \int_0^t e^{-i(\omega_m + \frac{\gamma_t}{2}) (t-\tau)} [\delta a(\tau) - \delta a^\dagger(\tau)] d\tau
\]

\[
+ i \frac{x_z}{\hbar} \int_0^t e^{-i(\omega_m + \frac{\gamma_t}{2}) (t-\tau)} \hat{F}_b(\tau) d\tau.
\]

Since we are interested in the average phonon number \( \langle \hat{b}^\dagger \hat{b}(t) \rangle \), we can substitute Eq. (2.30a) into Eq. (2.30b), to derive the time evolution of the operator \( \hat{b} \) as a function of the noises \( \delta V_{in}, \hat{V}_R_0 \) and \( \hat{F}_b \):

\[
\hat{b}(t) = \hat{b}(0) e^{-i(\omega_m + \frac{\gamma_t}{2}) t} + i \frac{x_z}{\hbar} \int_0^t e^{-i(\omega_m + \frac{\gamma_t}{2}) (t-\tau)} \hat{F}_b(\tau) d\tau
\]

\[
- \frac{g_1 a}{(\gamma_t + \gamma_r)} \left[ \delta a(0) - \delta a^\dagger(0) \right] \frac{\sqrt{\gamma_t}}{T} \left[ e^{-\frac{i \omega_m t}{2}} - e^{-i(\omega_m + \frac{\gamma_t}{2}) t} \right]
\]

\[
+ i \frac{g_1 a}{\gamma_t + \gamma_r} \sqrt{\frac{\gamma_t}{T}} \sqrt{\frac{2C_0 \omega_s}{\hbar}} \int_0^t \int_0^{\gamma_t} \left\{ e^{-i(\omega_m + \frac{\gamma_t}{2}) (t-\tau)} e^{-i(\omega_m + \frac{\gamma_t}{2}) (\tau - \tau_2)} \right\} d\tau_1 d\tau_2
\]

\[
\times \left[ \delta V_{in}(\tau_2) + \delta V_{in}^\dagger(\tau_2) + \hat{V}_R_0(\tau_2) + \hat{V}_R_0^\dagger(\tau_2) \right].
\]

Importantly, because we choose to probe the system at the electrical resonance frequency \( \omega_a \), the oscillating terms proportional to \( \hat{b}(\tau) \) and \( \hat{b}^\dagger(\tau) \) in Eq. (2.30a) cancel each other, such that the result simplifies to Eq. (2.31). The above expression is an integral operator equation, the solution of which fully describes the mechanical annihilation operator \( \hat{b}(t) \). An analogous relation can be obtained for the creation operator \( \hat{b}^\dagger(t) \), by taking the adjoint of Eq. (2.31). In general, this integral is difficult to evaluate. However, assuming the Markov approximation, we can compute the second moments of all the noise operators involved. Thus, even if we cannot solve Eq. (2.31) for \( \hat{b}(t) \) or \( \hat{b}^\dagger(t) \), we can use (2.31) for determining \( n_b(t) = \langle \hat{b}^\dagger(t) \hat{b}(t) \rangle \). In
particular, we use:

\[
\begin{align*}
\langle \delta V_{in}^+(\tau_1) \delta V_{in}(\tau_2) \rangle &= \frac{\hbar \gamma_t}{2C_0\omega_s} \bar{n}_e(\omega_s, T_e) \delta(\tau_2 - \tau_1), \\
\langle \delta V_{in}(\tau_1) \delta V_{in}^+(\tau_2) \rangle &= \frac{\hbar \gamma_t}{2C_0\omega_s} [\bar{n}_e(\omega_s, T_e) + 1] \delta(\tau_2 - \tau_1), \\
\langle \dot{V}_{R0}(\tau_1) \dot{V}_{R0}(\tau_2) \rangle &= \frac{\hbar \gamma_r}{2C_0\omega_s} \bar{n}_e(\omega_s, T_e) \delta(\tau_2 - \tau_1), \\
\langle \dot{V}_{R0}(\tau_1) \dot{V}_{R0}^+(\tau_2) \rangle &= \frac{\hbar \gamma_r}{2C_0\omega_s} [\bar{n}_e(\omega_s, T_e) + 1] \delta(\tau_2 - \tau_1), \\
\langle \ddot{F}_b(\tau_1) \ddot{F}_b(\tau_2) \rangle &= 2\hbar m\omega_m \bar{n}_m(\omega_m, T_m) \delta(\tau_2 - \tau_1), \\
\langle \ddot{F}_b(\tau_1) \ddot{F}_b^+(\tau_2) \rangle &= 2\hbar m\omega_m [\bar{n}_m(\omega_m, T_m) + 1] \delta(\tau_2 - \tau_1),
\end{align*}
\]

(2.32a–2.32f)

where \(\bar{n}_e(\omega_s, T_e)\) and \(\bar{n}_m(\omega_m, T_m)\) are the average thermal occupation numbers of the electrical and mechanical reservoirs at temperatures \(T_e\) and \(T_m\), respectively. In the following, we omit their argument, assuming that they refer to the frequencies \(\omega_s\) (electrical) and \(\omega_m\) (mechanical), and temperatures \(T_e\) (electrical) and \(T_m\) (mechanical) of the respective systems. The requirements on the reservoirs necessary to write the second moments of the noises as in Eqs. (2.32) are the following. First, the mechanical force \(\ddot{F}_b\) needs to vary on a timescale much faster than the membrane’s decay time, which is fulfilled for \(\gamma_b \ll \omega_m\). Second, we have neglected the difference between the electrical excitation number \(\bar{n}_e\) at the central frequency and the mechanical sidebands. This means that the electrical resonance frequency has to be much bigger than the mechanical one \((\omega_s \gg \omega_m)\). Both these requirements are satisfied for the considered experimental parameters.

Knowing the second moments of all noise operators, and neglecting the term proportional to \(\langle \delta a^+(0) \delta a(0) \rangle\), using Eq. (2.31) we can find \(n_b(t) = \langle \ddot{a}_b(t) \rangle\) to be

\[
n_b(t) = n_b(0)e^{-\gamma_b t} + \bar{n}_m(1 - e^{-\gamma_b t}) - \frac{4\delta^2 |a|^2 \gamma_t (1 + 2\bar{n}_e)e^{-(\gamma + \gamma_r) t}}{T(\gamma + \gamma_r) [(-\gamma_b + \gamma_t + \gamma_r)^2 + 4\omega_m^2]} \\
+ \frac{8\delta^2 |a|^2 \gamma_t (1 + 2\bar{n}_e)e^{-(\gamma + \gamma_r) t}}{T(\gamma + \gamma_r) [(-\gamma_b + \gamma_t + \gamma_r)^2 + 4\omega_m^2]} \left( \frac{e^{-\omega_m t}}{\gamma_b + \gamma_t + \gamma_r + 2i\omega_m \gamma_b} \right) \\
+ \frac{4\delta^2 |a|^2 \gamma_t (1 + 2\bar{n}_e)e^{-(\gamma + \gamma_r) t}}{T(\gamma + \gamma_r) [(-\gamma_b + \gamma_t + \gamma_r)^2 + 4\omega_m^2]} \\
- \frac{4\delta^2 |a|^2 \gamma_t (1 + 2\bar{n}_e)e^{-(\gamma + \gamma_r) t}}{T(\gamma + \gamma_r) [(-\gamma_b + \gamma_t + \gamma_r)^2 + 4\omega_m^2]},
\]

(2.33)

where the first two terms \(n_b(0)e^{-\gamma_b t} + \bar{n}_m(1 - e^{-\gamma_b t})\) describe the usual time evolution of a free membrane influenced by its own thermal bath, and everything else is the dynamics induced from the electrical system.

Eq. (2.33) represents an exact result in the limit in which the photonic (\(\bar{n}_e\)) and phononic (\(\bar{n}_m\)) reservoirs are Markovian. However, it can be better understood if we assume the mechanical damping \(\gamma_b\) to be much smaller than the electrical one, \(\gamma_t + \gamma_r\). In particular, if we are probing the system on a time scale that is much longer than the electrical lifetime, i.e. \(t \gg (\gamma_t + \gamma_r)^{-1}\), we can rewrite Eq. (2.33) as

\[
n_b(t) = n_b(0)e^{-\gamma_b t} + \left[ \bar{n}_m + \frac{\Gamma_b}{\gamma_b} (1 + 2\bar{n}_e) \right] (1 - e^{-\gamma_b t}),
\]

(2.34)
where we have defined the induced heating $\Gamma_b$ to be

$$
\Gamma_b = \frac{4g_1^2|\alpha|^2\gamma_t}{T(\gamma_t + \gamma_r)[(\gamma_t + \gamma_r)^2 + 4\omega_m^2]}.
$$

Equation (2.34) has been compared with numerical simulations of the master equation of the Hamiltonian in Eq. (2.28), taking into account the electrical and mechanical reservoirs. Examples are given in Fig. 2.8.
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**Figure 2.8:** Examples for the dynamics of the average mechanical phonon number $n_b(t)$. The dotted curves are the analytical results given in Eq. (2.34). The solid curves comes from numerically solving the master equation with the Hamiltonian of Eq. (2.28) and the electrical and mechanical reservoirs (using the Markov approximation). The three sets differ from the parameter $g_1$, that has been taken to be equal to $(2\pi)100$ Hz (top set), $(2\pi)10$ Hz (middle set), and $(2\pi)1$ Hz (bottom set). We assume that $|\alpha|^2 = 10^{12}$ photons are sent into the system for the duration $T$ of the measurement, and we used the parameters: $\omega_m = (2\pi)100$ MHz, $\omega_s = (2\pi)5$ GHz, $\gamma_t = \gamma_r = (2\pi)1$ MHz, $\gamma_b = (2\pi)100$ Hz, $T = 100$ $\mu$s, $n_e = 0$ and $n_m = 0$.

From the above expressions, we can determine the parameter $\Delta n_b$ by finding the first order expansion of the function $n_b(t)$ in Eq. (2.34) with $n_b(0) = 0$,

$$
\Delta n_b = \gamma_b n_m T + \Gamma_b (1 + 2n_e)T.
$$

The form of $\Delta n_b$ given in Eq. (2.4) assumes $\gamma_b \ll \frac{n_e}{n_m}$. Having determined both $D^2$ and $\Delta n_b$, it is possible to derive the general form of the parameter $\lambda$ in Eq. (2.1), including the contribution from the mechanical reservoir.
2.2. Derivations

2.2.2 ‘Double arm’ circuit

In the following we derive the parameter $\lambda$ for the ‘double arm’ circuit, introduced to take into account the coupling to the antisymmetric mode associated with the redistribution of charge on the membrane. This is depicted in Fig. 2.9. We include possible asymmetries in the fabrication process, the effect of which can be described by a residual linear coupling $g_r$. The contribution to $\lambda$ from other kinds of asymmetries – different parasitic resistances and inductances – will only be investigated numerically, since the analytical results are too long and complicated in this case.

![Double arm model](image)

**Figure 2.9**: ‘Double arm’ model of the considered electromechanical setup, with parasitic resistances ($R$) and inductances ($L$). We take into account the Johnson–Nyquist noises associated with the main resistor $R_0$ and the two parasitic ones: $\hat{V}_{R0}$, $\hat{V}_{R1}$ and $\hat{V}_{R2}$, respectively. $\hat{I}_s$ and $\hat{I}_a$ are the two electrical currents considered in our analysis, and $C(\pm \hat{x})$ represent the two halves of the capacitor. In the inset we sketch how $C(\pm \hat{x})$ may arise.

Using the currents $\hat{I}_s$ and $\hat{I}_a$ and their associated charges $\hat{Q}_s$ and $\hat{Q}_a$, we can determine the Hamiltonian of the circuit in Fig. 2.9 to be

$$\hat{H} = \hbar \omega_m \hat{b}^\dagger \hat{b} - x_s \left( \hat{b}^\dagger + \hat{b} \right) \hat{I}_0 + \frac{\Phi_a^2}{4L} + \frac{Q_s^2}{C_0} \frac{\Phi_s^2}{L + 2L_0} + \frac{Q_s^2}{4C_0} - \hat{Q}_a (2\hat{V}_{in} + 2\hat{V}_{R0} + \hat{V}_{R1} + \hat{V}_{R2}) - 2\hat{Q}_a (\hat{V}_{R2} - \hat{V}_{R1}) + \frac{g_1}{C_0 \omega_s} \hat{Q}_a \hat{Q}_s \left( \hat{b}^\dagger + \hat{b} \right) + \frac{g_2^1}{2C_0 \omega_s} \hat{Q}_a \hat{b}^\dagger \hat{b} + \frac{g_2^2}{4C_0 \omega_s} \hat{Q}_s^2 \hat{b}^\dagger \hat{b},$$

(2.37)

where the magnetic fluxes $\Phi_a$ and $\Phi_s$ are defined below. In principle, there are other terms proportional to $g_2^1 \hat{b} \hat{b}$ and $g_2^2 \hat{b}^\dagger \hat{b}^\dagger$ in the Hamiltonian. These are responsible for sidebands at frequencies $\omega_s \pm 2\omega_m$, that we have already encountered in section 2.2.1. For the same reasons explained there, these terms do not contribute neither to the electrical readout (homodyne measurement at frequency $\omega_s$) nor to the heating ($g_2 \ll g_1$), and we shall therefore ignore them in the following. A quantitative reason
for neglecting these two–phonon processes, is the following. With Fermi Golden rule, we can determine the rate at which these processes happen to be

\[
\frac{g_2^2 |\alpha|^2 \gamma_t}{(\gamma_t + \gamma_t^*)^2 + (2\omega_m)^2},
\]

that is orders of magnitude lower than \(\Delta n_b / T\) (the one–phonon processes induced by the linear coupling), as can be estimated later in section 2.2.4, where parameters for a proposed implementation are given. Notice that the rate in Eq. (2.38) describes the two phonon processes relative to the term \(\propto g_2 \hat{Q}_s^2\) in the Hamiltonian in Eq. (2.37). The other two phonon process, \(\propto g_2 \hat{Q}_a^2\), is even more suppressed, as the asymmetric field is not directly driven by the input \(\hat{V}_{in}\).

From Eq. (2.37), it is possible to derive the equations of motion for the fields \(\hat{Q}_a\), \(\hat{Q}_s\), \(\Phi_a\), \(\Phi_s\) and \(\hat{b}\). The electrical decays are included using Kirchoff laws, resulting in:

\[
\dot{\Phi}_a = -2 \frac{\hat{Q}_a}{C_0} - \frac{g_1}{C_0 \omega_s} \hat{Q}_s \left( \hat{b} + \hat{b}^* \right) - \frac{2g_2}{C_0 \omega_s} \hat{Q}_a \hat{n}_b - \gamma_t \Phi_a + 2 \left( \hat{V}_{R2} - \hat{V}_{R1} \right), \tag{2.39a}
\]

\[
\dot{Q}_a = \frac{\Phi_a}{2L}, \tag{2.39b}
\]

\[
\dot{\Phi}_s = - \frac{\hat{Q}_s}{2C_0} - \frac{g_1}{C_0 \omega_s} \hat{Q}_a \left( \hat{b} + \hat{b}^* \right) - \frac{g_2}{2C_0 \omega_s} \hat{Q}_a \hat{n}_b - (\gamma_t + \gamma_t^*) \Phi_s + 2 \hat{V}_{in} + 2 \hat{V}_{R0} + \hat{V}_{R1} + \hat{V}_{R2}, \tag{2.39c}
\]

\[
\dot{Q}_s = \frac{2\Phi_s}{L + 2L_0}, \tag{2.39d}
\]

\[
\dot{b} = -i \omega_m \hat{b} - i \frac{g_1}{\hbar C_0 \omega_s} \hat{Q}_a \hat{Q}_s - i \frac{g_2}{\hbar C_0 \omega_s} \left( \hat{Q}_a^2 + \frac{\hat{Q}_s^2}{4} \right) \hat{b} - \frac{\gamma}{2} \hat{b} + \frac{x_z}{\hbar} \hat{F}_b. \tag{2.39e}
\]

To enable a direct comparison with the RLC circuit presented in section 2.2.1 we have here used the same notation. This requires small differences in the definitions, to take into account the parasitic resistances and inductances:

\[
\omega_s^2 = \frac{1}{C_0 (L + 2L_0)}, \tag{2.40a}
\]

\[
\omega_s^2 = \frac{1}{C_0 L}, \tag{2.40b}
\]

\[
\gamma_t = \frac{2Z_{out}}{L + 2L_0}, \tag{2.40c}
\]

\[
\gamma_t = \frac{R + 2R_0}{L + 2L_0}, \tag{2.40d}
\]

\[
\gamma = \frac{R}{L}. \tag{2.40e}
\]

Moreover, the linear and quadratic couplings \(g_1\) and \(g_2\) come from the expansions of each one of the two capacitors \(C(\pm \hat{x})\) in the mechanical position \(\hat{x}\), as suggested by the inset in Fig. 2.9. Following the same procedure used for the RLC circuit, we first study the measurement of \(\hat{n}_b\), and later identify the conditions under which the measurement is effectively QND.

Notice that, depending on the specific experimental setup, other circuit scheme may be better suited for describing the system. For instance, in the experiment of
2.2. Derivations

Ref. [42] the mechanical oscillator is not directly connected to the circuit, and different equivalent circuit would be required. Here, we restrict ourselves to the setup in Fig. 2.9 and defer other setup for later investigation [92].

QND measurement of the phonon number, and comparison with the ‘membrane in the middle’ setup [78]

Assuming that the mechanical state is unchanged during the whole measurement time $T$, we can neglect all sources of heating in the system of equations (2.39), and take $\hat{\eta}_b$ to be constant in time. Importantly, for the setup in Fig. 2.9 there are two mechanisms that shift the resonant frequency $\omega_s$ and thus allow for the QND measurement. The first one we encountered before for the RLC circuit, and relates to the quadratic electromechanical coupling: $\omega_s \rightarrow \omega_s + g_2 \eta_b$. The second is more involved, and is the same one considered in the optomechanical setup of Ref. [45]. It relies on an effective quadratic coupling proportional to $g_1^2$, that arises once we substitute Eqs. (2.39a) and (2.39b) into Eqs. (2.39c) and (2.39d). To better understand this process, it is instructive to look at the final equation for $\Phi_s$ in the frequency domain:

$$\Phi_s[\Omega_k] = \frac{g_1^2 \text{shift}}{(\omega_s^2 + (\Omega_k - \omega_m)(-i\gamma_1 - \Omega_k + \omega_m) + \omega_s^2 - (\Omega_k + \omega_m)(i\gamma_1 + \Omega_k + \omega_m))} - g_2 \omega_s \eta_b + \Omega_k^2 - \omega_s^2 = i\Omega_k (\gamma_t + \gamma_l) \Phi_s[\Omega_k] + 2i\Omega_k \hat{V}_m[\Omega_k] + 2i\Omega_k \hat{V}_{R0}[\Omega_k],$$

(2.41)

where we neglected off–resonant terms and assumed $g_2 \ll \omega_s$. As indicated explicitly in Eq. (2.41), it is possible to see the frequency shifts induced by the linear $g_1$ and quadratic $g_2$ couplings. Whether the QND interaction is dominated by the quadratic coupling $g_2$ or the effective quadratic interaction $\propto g_1^2$, depends on the resonance condition of the symmetric $\hat{I}_s$ and antisymmetric $\hat{I}_a$ modes in Fig. 2.9. To have a sizeable effect of the $g_1$ term, we need to be near resonance with the antisymmetric mode $\Omega_k \simeq \omega_a \gg \omega_m, \gamma_l$. At the same time, for the QND detection we probe the system at the resonance frequency $\Omega_k \simeq \omega_s$. Hence, the $g_1$ term is dominant when we allow for a strong hybridization of the two electrical modes: $\omega_s \simeq \omega_a$. In such situation, by determining the heating rate for the electromechanical setup (see Sec. 2.2.2), we can derive the condition for a feasible QND detection:

$$\lambda = \frac{2}{(1 + \bar{n}_e)(1 + 2\bar{n}_e)(\gamma_t + \gamma_l)^2} \frac{\gamma_l}{\gamma_1} \gg 1.$$  

(2.42)

This condition is similar to the one found in Ref. [78] for the experiment in Ref. [45], where strong heating was proven to forbid the QND detection. Compared to that work, however, we gain the factor $\gamma_t / \gamma_l$, that comes from the asymmetry between the damping of the two electrical modes. Hence, our setup does have some gain compared to the RLC circuit, if the damping of the antisymmetric mode is small: $\gamma_l \ll \gamma_t$. However, in this case the QND measurement still faces the challenge of a strong heating of the mechanical motion due to the large coupling between the electrical modes, and requires $g_1^2 \gg \gamma_l \gamma_t$.

In the following, we investigate the opposite limit, where the antisymmetric mode $\hat{I}_a$ is far–off resonant from the symmetric one $\hat{I}_s$. In this case, the quadratic
coupling $g_2$ is dominant\(^3\), and the heating induced to the mechanical mode will be strongly suppressed. If we neglect the effective quadratic coupling $\propto g_1^2$, we only need to consider Eqs. (2.39c) and (2.39d) for determining the measurement signal. In the absence of heating, these are uncoupled from both the mechanics and the other electrical modes. We can then derive relations for $\Phi_s[\Omega_k]$ and $\hat{Q}_s[\Omega_k]$ similar to Eqs. (2.17):

\[
-i\Omega_k \Phi_s[\Omega_k] = -\frac{\hat{Q}_s[\Omega_k]}{2C_0} - \frac{g_2\omega_s L_0}{2} \hat{Q}_s[\Omega_k] \hat{n}_b - (\gamma_t + \gamma_t) \Phi_s[\Omega_k] + 2(\hat{V}_{in}[\Omega_k] + \hat{V}_{R0}[\Omega_k]) + \hat{V}_{R1}[\Omega_k] + \hat{V}_{R2}[\Omega_k],
\]

\[
-i\Omega_k \hat{Q}_s[\Omega_k] = \frac{2\Phi_s[\Omega_k]}{L + 2L_0}.
\]

The reflected field $\hat{V}_{out}[\Omega_k]$ is

\[
\hat{V}_{out}[\Omega_k] = [1 - \zeta(\Omega_k, \hat{n}_b)] \hat{V}_{in}[\Omega_k] - \zeta(\Omega_k, \hat{n}_b) \left( \frac{\hat{V}_{R0}[\Omega_k]}{2} + \frac{\hat{V}_{R1}[\Omega_k] + \hat{V}_{R2}[\Omega_k]}{2} \right),
\]

where we have used the input/output relation $\hat{V}_{out} = \hat{V}_{in} - \gamma_t \Phi_s$. The coefficient $\zeta(\Omega_k, \hat{n}_b)$ is the same as in Eq. (2.18b), except for a factor 2 coming from the fact that, here, we are considering the two halves of our capacitor. With the outcome of the homodyne detection being described by the same operator $\hat{V}_M$ defined in Eq. (2.20), we can find the parameter $D^2$ for the setup in Fig. 2.9 to be

\[
D^2 = \frac{d^2}{\sigma^2} = \frac{16}{1 + 2\bar{n}_e \left( \frac{g_2^2 |\alpha|^2 \gamma_t^2}{g_2^2 + (\gamma_t + \gamma_t)^2} \right)^2}.
\]

Notice that for deriving Eq. (2.45) from Eq. (2.44) we assumed that the electrical reservoirs are in a thermal state with average photon number $\bar{n}_e$, and that the drive is a coherent state $\alpha$ at the frequency $\omega_s$. Consistent with previous sections, $\alpha$ is chosen to be real and the phase of the homodyne measurement is fixed such that $\theta = \pi$ in Eq. (2.20).

**Membrane heating**

Given that $g_2 \ll g_1$, we set the quadratic coupling to zero in this subsection. We can then rewrite the Hamiltonian in Eq. (2.37) in the form

\[
\hat{H} = \hbar \omega_m \hat{b}^\dagger \hat{b} - x_z \left( \hat{b}^\dagger + \hat{b} \right) \hat{F}_b + \frac{\Phi_2^2}{4L} + \frac{\Phi_3^2}{L + 2L_0} + \frac{\Phi_4^2}{4C_0} - \hat{Q}_s(2\hat{V}_{in} + 2\hat{V}_{R0} + \hat{V}_{R1} + \hat{V}_{R2}) - 2\hat{Q}_s(\hat{V}_{R2} - \hat{V}_{R1}) + \frac{\gamma_1}{C_0 \omega_s} \hat{Q}_s \hat{Q}_s \left( \hat{b} + \hat{b}^\dagger \right).
\]

Moreover, by looking at Eqs. (2.39), it is possible to see that $\hat{Q}_s$ and $\Phi_s$ are the only driven fields in the system (with $\hat{V}_{R0}$, $\hat{V}_{R1}$, and $\hat{V}_{R2}$ being in a thermal state). Therefore, we can neglect perturbations induced by the mechanical motion, and substitute them with their average values $\langle \hat{Q}_s \rangle$ and $\langle \Phi_s \rangle$. This assumption will be verified in subsection 2.2.2, where we simulate the dynamics of the electromechanical system

---

\(^3\)This is true, as far as $g_2 \gg g_1^2 / \omega_s$. In case this condition is not fulfilled, one can simply redefine the quadratic coupling to take all contributions into account.
in the general case in which the parasitic elements may differ from each other. From
the Hamiltonian Eq. (2.46) we can determine the equations of motion for \( \langle \hat{Q}_s(t) \rangle \) and
\( \langle \Phi_s(t) \rangle \):
\[
\langle \Phi_s(t) \rangle = -\frac{\langle \dot{Q}_s(t) \rangle}{2C_0} - (\gamma_l + \gamma_r) \langle \Phi_s(t) \rangle + 2 \langle \dot{V}_n(t) \rangle ,
\]
\[
\langle \hat{Q}_s(t) \rangle = \frac{2 \langle \Phi_s(t) \rangle}{L + 2L_0},
\]
where \( \langle \dot{V}_n(t) \rangle = a \sqrt{2 \hbar \omega_s Z_{\text{out}} / T \cos(\omega_s t)} \). Similar to above, we are mainly interest-
ed in the case of constant incident fields or long pulses, such that we ignore trans-
ient behaviours. The steady state solution for the charge \( \langle \hat{Q}_s(t) \rangle \) is then given by
\[
\langle \hat{Q}_s(t) \rangle = -\frac{2i\alpha}{\gamma_l + \gamma_r} \sqrt{\frac{\hbar C_0 \omega_s \gamma_l}{T}} \left( e^{i \omega_s t} - e^{-i \omega_s t} \right),
\]
Assuming that the strongly driven symmetric fields \( \hat{Q}_s \) and \( \Phi_s \) are not perturbed
by the mechanical dynamics, we can substitute Eq. (2.48) into the Hamiltonian of
Eq. (2.46), and obtain
\[
\hat{H}_L = \hbar \omega_m \hat{b}^\dagger \hat{b} - x_z (\hat{b}^\dagger + \hat{b}) \hat{F}_b + \frac{\hat{Q}_s^2}{4L} + \frac{\hat{Q}_s^2}{C_0} - 2 \hat{Q}_s (\hat{V}_{R1} - \hat{V}_{R2})
\]
\[
- \frac{2i \hbar g_1 \alpha}{\gamma_l + \gamma_r} \sqrt{\frac{\hbar \gamma_l}{\hbar T C_0 \omega_s}} \left( e^{i \omega_s t} - e^{-i \omega_s t} \right) \hat{Q}_s \left( \hat{b} + \hat{b}^\dagger \right).
\]
Differential equations for \( \hat{Q}_s \), \( \Phi_s \), and the mechanical annihilation operator \( \hat{b} \) can finally be derived:
\[
\dot{\hat{Q}}_s = - \frac{2 \hat{Q}_s}{C_0} + \frac{2i g_1 \alpha}{\gamma_l + \gamma_r} \sqrt{\frac{\hbar \gamma_l \gamma_t}{TC_0 \omega_s}} \left( e^{-i \omega_s t} - e^{i \omega_s t} \right) \left( \hat{b} + \hat{b}^\dagger \right) - \gamma_l \hat{Q}_s + 2 \left( \hat{V}_{R2} - \hat{V}_{R1} \right),
\]
\[
\dot{\Phi}_s = \frac{\Phi_s}{2L},
\]
\[
\dot{\hat{b}} = -i \omega_m \hat{b} - \frac{2g_1 \alpha}{\gamma_l + \gamma_r} \sqrt{\frac{\gamma_t}{\hbar T C_0 \omega_s}} \left( e^{-i \omega_s t} - e^{i \omega_s t} \right) \hat{Q}_s - \frac{\gamma_t}{2} \hat{b} + i \frac{x_z}{\hbar} \hat{F}_b.
\]
These equations describe the coupling of the mechanical mode to the antisymmet-
ric electrical one. This coupling is enhanced by driving the symmetric mode with
the coherent state \( \alpha \), and is responsible for heating up the membrane, similarly to
Ref. [78]. Therefore, we need to assess to which degree this is deleterious for the
QND measurement of \( \hbar \omega_s \). Equations (2.50) are nontrivial, and exact solutions are
not accessible. However, under reasonable assumptions, we are able to find an
approximate analytical solution that will be subsequently confirmed by our numerical
approach.
Our first step for dealing with the system (2.50) is to switch to the Fourier domain:

\(-i\Omega_k \Phi_a[\Omega_k] = -2\frac{\dot{Q}_a[\Omega_k]}{C_0} + \frac{2i\gamma_1\alpha}{\gamma_1 + \gamma_r} \sqrt{\frac{h\gamma_1}{TC_0\omega_s}} (\hat{b}[\Omega_k - \omega_s] + \hat{b}^\dagger[\Omega_k - \omega_s]) - \hat{b}[\Omega_k + \omega_s] - \hat{b}^\dagger[\Omega_k + \omega_s] \) - \gamma_1 \Phi_a[\Omega_k] + 2 (\dot{V}_{R2}[\Omega_k] - \dot{V}_{R1}[\Omega_k]),

(2.51a)

\[-i\Omega_k \Phi_a[\Omega_k] = \frac{\Phi_a[\Omega_k]}{2L},

(2.51b)

\[-i\Omega_k \hat{b}[\Omega_k] = -i\omega_m \hat{b}[\Omega_k] - \frac{2\gamma_1\alpha}{\gamma_1 + \gamma_r} \sqrt{\frac{h\gamma_1}{TC_0\omega_s}} (\hat{Q}_a[\Omega_k - \omega_s] - \hat{Q}_a[\Omega_k + \omega_s]) - \frac{\gamma_b}{2} \hat{b}[\Omega_k] + i \frac{\gamma_2}{h} \hat{R}_b[\Omega_k].

(2.51c)

We can employ equations (2.51a) and (2.51b) in order to obtain an expression for \(\hat{b}[\Omega_k]\) that depends on the noises only

\(\hat{b}[\Omega_k] \left( \gamma_b + \frac{\Gamma_b(\Omega_k)}{2} - i[\Omega_k - \omega_m - \omega_b(\Omega_k)] \right) = \frac{\chi_z}{h} \hat{R}_b[\Omega_k] + \frac{2\gamma_1\alpha}{\gamma_1 + \gamma_r} \sqrt{\frac{h\gamma_1}{TC_0\omega_s}} \times

\left( \dot{V}_{R2}[\Omega_k - \omega_s] - \dot{V}_{R1}[\Omega_k - \omega_s] - \dot{V}_{R2}[\Omega_k + \omega_s] - \dot{V}_{R1}[\Omega_k + \omega_s]
\right)

\times

\left( -\omega_s^2 + (\Omega_k - \omega_s)(i\gamma_1 + \Omega_k - \omega_s) - \omega_s^2 + (\Omega_k + \omega_s)(i\gamma_1 + \Omega_k + \omega_s) \right),

(2.52)

where we have defined the effective decay \(\Gamma_b(\Omega_k)\) and frequency shift \(\omega_b(\Omega_k)\), resulting from the electrical influence on the mechanical motion:

\(\Gamma_b(\Omega_k) = \text{Re} \left\{ \frac{-4i\gamma_1}{T\omega_s} \left( \frac{\alpha g_1\omega_a}{\gamma_r + \gamma_l} \right)^2 \left( \frac{1}{-\omega_s^2 + (\Omega_k - \omega_s)(i\gamma_1 + \Omega_k - \omega_s)} + \frac{1}{-\omega_s^2 + (\Omega_k + \omega_s)(i\gamma_1 + \Omega_k + \omega_s)} \right) \right\},

(2.53a)

\(\omega_b(\Omega_k) = \text{Im} \left\{ \frac{-4i\gamma_1}{T\omega_s} \left( \frac{\alpha g_1\omega_a}{\gamma_r + \gamma_l} \right)^2 \left( \frac{1}{-\omega_s^2 + (\Omega_k - \omega_s)(i\gamma_1 + \Omega_k - \omega_s)} + \frac{1}{-\omega_s^2 + (\Omega_k + \omega_s)(i\gamma_1 + \Omega_k + \omega_s)} \right) \right\}.

(2.53b)

Note that, for deriving Eq. (2.52), we neglected the off resonant terms \(\hat{b}[\Omega_k \pm 2\omega_s]\), \(\hat{b}^\dagger[\Omega_k \pm 2\omega_s]\), and \(\hat{b}^\dagger[\Omega_k]\) (we verify this approximation numerically below in Fig. 2.11). Moreover, the Fourier components of the noises are written in their most general form, meaning that \(\Omega_k\) is now allowed to be negative, with the additional constraints \(\dot{V}_{R1}[\Omega_k] = \dot{V}_{R1}^\dagger[-\Omega_k]\), and \(\dot{V}_{R2}[\Omega_k] = \dot{V}_{R2}^\dagger[-\Omega_k]\).

In order to have an analytical expression for \(n_b(t) \equiv \langle \hat{n}_b(t) \rangle\), we assume that the damping \(\gamma_b\) of the mechanical motion is much smaller than its own natural frequency \(\omega_m\). If \(\gamma_b \ll \omega_m\), the set of frequencies contributing to \(\hat{b}[\Omega_k]\) and \(\hat{b}^\dagger[\Omega_k]\) will be located around \(\omega_m\) and \(-\omega_m\) respectively. This, in turn, implies that we can substitute the effective damping \(\Gamma_b(\Omega_k)\) and shift \(\omega_b(\Omega_k)\) with the values taken at the relevant frequencies \(\pm \omega_m\). Defining the constant effective decay \(\Gamma_b = \Gamma_b(\omega_m) = \Gamma_b(-\omega_m)\) and frequency shift \(\omega_b = \omega_b(\omega_m) = -\omega_b(-\omega_m)\), we can rewrite Eq. (2.52)
in the following way\footnote{To be precise, the effective decay \( \Gamma_b \) is defined at the frequency \( \omega_m + \omega_b(\omega_m) \). In practice, there is little difference between the two definitions, but formally the one presented here is more correct.}:\[\begin{align*}
\hat{b} [\Omega_k] \left( \frac{\gamma_b + \Gamma_b}{2} - i [\Omega_k - \omega_m - \omega_b] \right) &= i \frac{x_z}{\hbar} \tilde{f}_b [\Omega_k] + \frac{2g_1 \alpha}{\gamma_1 + \gamma_r} \omega_a^2 \sqrt{\frac{\gamma C_0}{\hbar T \omega_s}} \\
\times \left( - \frac{\tilde{V}_{R2} [\Omega_k - \omega_b] - \tilde{V}_{R1} [\Omega_k - \omega_b]}{- \omega_a^2 + i (\Omega_k - \omega_b)} + \frac{\tilde{V}_{R2} [\Omega_k + \omega_b] - \tilde{V}_{R1} [\Omega_k + \omega_b]}{- \omega_a^2 + i (\Omega_k + \omega_b)} \right),
\end{align*}\] (2.54)

from which we can see that \( \Gamma_b \) affects the dynamics as an effective decay and \( \omega_b \) serves as a frequency shift.

We can now take the Fourier series of Eq. (2.54), in order to go back to the time domain, and solve formally for \( \hat{b}(t) \). Defining the noise operator \( \tilde{N}(t) = \tilde{N}^\dagger(t) \) to be

\[\begin{align*}
\tilde{N}(t) &= \sum_{k=-\infty}^{\infty} \tilde{N} [\Omega_k] e^{-i \Omega_k t} \\
\tilde{N} [\Omega_k] &= \left( - \frac{\tilde{V}_{R2} [\Omega_k - \omega_b] - \tilde{V}_{R1} [\Omega_k - \omega_b]}{- \omega_a^2 + i (\Omega_k - \omega_b)} + \frac{\tilde{V}_{R2} [\Omega_k + \omega_b] - \tilde{V}_{R1} [\Omega_k + \omega_b]}{- \omega_a^2 + i (\Omega_k + \omega_b)} \right),
\end{align*}\] (2.55a, 2.55b)

we obtain

\[\begin{align*}
\hat{b}(t) &= \hat{b}(0) e^{- \left[ \frac{\gamma_b + \Gamma_b}{2} + i (\omega_m + \omega_b) \right] t + i \frac{x_z}{\hbar} \tilde{f}_b(t) + \frac{2g_1 \alpha}{\gamma_1 + \gamma_r} \omega_a^2 \sqrt{\frac{\gamma C_0}{T \omega_s \hbar}} \tilde{N}(t)} \\
\hat{\tilde{f}}_b(t) &= \hat{\tilde{f}}_b(0) e^{- \left[ \frac{\gamma_b + \Gamma_b}{2} + i (\omega_m + \omega_b) \right] t + i \frac{x_z}{\hbar} \tilde{f}_b(t) + \frac{2g_1 \alpha}{\gamma_1 + \gamma_r} \omega_a^2 \sqrt{\frac{\gamma C_0}{T \omega_s \hbar}} \tilde{N}(t)}
\end{align*}\] (2.57)

where \( \hat{b}(0) \) is the annihilation operator at the initial time \( t = 0 \). From here one can verify that the mechanical creation and annihilation operators satisfy the standard commutation relation, \( [\hat{b}(t), \hat{b}^\dagger(t)] = 1 \).

With the above results, we can finally determine \( n_b(t) \) to be

\[\begin{align*}
n_b(t) &= n_b(0) e^{- (\gamma_b + \gamma_r) t} \\
&+ \frac{1}{2 \hbar m \omega_m} \int_0^t \int_0^t e^{- \gamma_b t_1 - \gamma_r t_2} e^{- i (\omega_m + \omega_b)(\tau - t_2)} \langle \hat{\tilde{f}}_b^\dagger(t_1) \hat{\tilde{f}}_b(t_2) \rangle dt_1 dt_2 \\
&+ \frac{4 g_1^2 \alpha^2 \omega_a^4}{(\gamma_1 + \gamma_r)^2} \frac{\gamma C_0}{T \omega_s \hbar} \int_0^t \int_0^t e^{- \gamma_b t_1 - \gamma_r t_2} e^{- i (\omega_m + \omega_b)(\tau - t_2)} \langle \tilde{N}(t_1) \tilde{N}(t_2) \rangle dt_1 dt_2.
\end{align*}\] (2.58)

At this stage, the whole problem is reduced to computing the variances of the mechanical noise \( \langle \hat{\tilde{f}}_b^\dagger(t_1) \hat{\tilde{f}}_b(t_2) \rangle \) and the electric fields \( \langle \tilde{N}(t_1) \tilde{N}(t_2) \rangle \). As a consequence of our assumption \( \gamma_b \ll \omega_m \), we can neglect off–resonant contributions in \( \langle \hat{\tilde{f}}_b^\dagger(t_1) \hat{\tilde{f}}_b(t_2) \rangle \) and write it as

\[\langle \hat{\tilde{f}}_b^\dagger(t_1) \hat{\tilde{f}}_b(t_2) \rangle \simeq 2 \hbar m \omega_m \gamma_b \tilde{n}_m \delta(t_2 - t_1).\] (2.59)
The determination of the other variance, $\langle \hat{N}(\tau_1)\hat{N}(\tau_2) \rangle$, is more involved. In general, taking the definition of $\hat{N}(t)$ in Eqs. (2.55) and substituting it into expression for the correlator, one encounters a number of products of the form

$$\frac{\langle \hat{V}_{R_i} [\Omega_h] \hat{V}_{R_j} [\Omega_m] \rangle e^{-i\Omega_h t} e^{-i\Omega_m t}}{\text{Den} (\Omega_h, \Omega_m)},$$

(2.60)

where $i, j = 1, 2$, and $\Omega_h$, $\Omega_m$ are generic Fourier variables. The denominators $\text{Den} (\Omega_h, \Omega_m)$ can be determined from Eq. (2.55b). Considering that

$$\langle \hat{V}_{R_i} [\Omega_h] \hat{V}_{R_j} [\Omega_m] \rangle = 0, \quad \forall i \neq j,$$

(2.61a)

$$\langle \hat{V}_{R_i} [\Omega_h] \hat{V}_{R_i} [\Omega_m] \rangle = \frac{\hbar \Omega_h R}{2} \tilde{n}_e (\Omega_h, T_e) \delta (\Omega_h + \Omega_m) \theta (-\Omega_h)$$

$$+ \frac{\hbar \Omega_h R}{2} [\tilde{n}_e (\Omega_h, T_e) + 1] \delta (\Omega_h + \Omega_m) \theta (\Omega_h),$$

(2.61b)

with $\tilde{n}_e (\Omega_h, T_e)$ being the occupation number of the electrical reservoir at the considered frequency $\Omega_h$ and temperature $T_e$, we get

$$\langle \hat{N}(\tau_1)\hat{N}(\tau_2) \rangle = \frac{(\omega_s - \omega_m) \hbar R \tilde{n}_e (\omega_s - \omega_m, T_e) \delta (\tau_2 - \tau_1)}{\omega_s^2 - 2\omega_s^2 (\omega_m - \omega_s)^2 + (\omega_m - \omega_s)^2 \left( \gamma_1^2 + (\omega_m - \omega_s)^2 \right)}$$

$$+ \frac{(\omega_s + \omega_m) \hbar R \tilde{n}_e (\omega_s + \omega_m, T_e) \delta (\tau_2 - \tau_1)}{\omega_s^2 - 2\omega_s^2 (\omega_m + \omega_s)^2 + (\omega_m + \omega_s)^2 \left( \gamma_1^2 + (\omega_m + \omega_s)^2 \right)}.$$

(2.62)

We have here assumed both resistances $R$ to be at the same temperature $T_e$, and neglected fast–oscillating contributions to $\langle \hat{N}(\tau_1)\hat{N}(\tau_2) \rangle$. In Eq. (2.61b), we also denoted the Heaviside step function with the letter $\theta$.

With this last result, we are finally able to determine the time evolution for the average phonon number operator $n_b(t)$. In fact, using equations (2.59) and (2.62), it is possible to calculate the integrals in Eq. (2.58) and therefore obtain a clear analytical expression for $n_b(t)$. In its most general form, the expression is rather involved. For simplicity, we restrict ourselves to a reasonable approximation that allows us to better understand the final result. Considering the limit $\omega_s \gg \omega_s \gg \omega_m$, from Eqs. (2.53a) and (2.53b) with $\Omega_k \rightarrow \omega_m$, we can rewrite the effective decay $\Gamma_b$ and the frequency shift $\omega_b$ to be

$$\Gamma_b = \frac{8g_s^2 |\alpha|^2 \gamma_1 \gamma_2 \omega_m^2}{T (\gamma_1 + \gamma_2)^2 \omega_s^3},$$

(2.63a)

$$\omega_b = -\frac{4g_s^2 |\alpha|^2 \gamma_1}{T (\gamma_1 + \gamma_2)^2 \omega_s}.$$

(2.63b)

From now on, referring to $\Gamma_b$ and $\omega_b$, we implicitly consider the form given in these last two equations. Note, however, that Eq. (2.53a) describes the damping due to the difference in sideband strengths for a mode at frequency $\omega_s$ driven at frequency $\omega_s$. In the limit where $\omega_s$ is large, this induced damping is very small. The shift of Eq. (2.53b) may be sizeable, but merely leads to a new mechanical resonance frequency, which is not important for the present discussion. Furthermore, as a consequence of $\omega_s \gg \omega_m$, we assume that $\tilde{n}_e (\omega_s - \omega_m, T_e)$ and $\tilde{n}_e (\omega_s + \omega_m, T_e)$ are
approximatively equal in Eq. (2.62), such that
\[ \bar{n}_e(\omega_s, T_e) \approx n_e(\omega_s, T_e) \equiv \bar{n}_e. \]  

(2.64)

Putting all these results together we can finally derive \( n_b(t) \) to be
\[
n_b(t) = n_b(0)e^{-(\gamma_b+\Gamma_b)t} + \frac{\gamma_b}{\gamma_b + \Gamma_b} \bar{n}_m \left( 1 - e^{-(\gamma_b+\Gamma_b)t} \right) + \frac{\Gamma_b}{\gamma_b + \Gamma_b} \frac{\omega_s}{\omega_m} \left( \bar{n}_e + \frac{1}{2} \right) \left( 1 - e^{-(\gamma_b+\Gamma_b)t} \right).
\]

(2.65)

As a conclusive part of this discussion, let us determine \( \Delta n_b \). Recalling that \( \Delta n_b \) is the change in the phonon number for the membrane initially cooled in its ground state, we get
\[
\Delta n_b = \gamma_b \bar{n}_m T + \frac{\omega_s}{\omega_m} \bar{n}_e \left( \bar{n}_e + \frac{1}{2} \right) T,
\]

(2.66)

where we truncated the expansion at first order in \( T \). This is the parameter used as denominator in \( \lambda_b = D^2/\Delta n_b \), presented in Eq. (2.5a) neglecting the contribution from the mechanical reservoir.

The parameter \( \Delta n_b \) derived above takes into account only the heating induced by the redistribution of charges on the capacitor. Asymmetries are well described analytically by considering a linear coupling \( \delta g_1 \) and capacitance \( \delta C \) such that \( C^{-1}(\pm \delta x) \propto (C_0 \pm \delta C)^{-1} \pm (g_1 \pm \delta g_1)\delta x + g_2 \bar{n}_b \). These are the only asymmetries directly affecting the electromechanical coupling; other ones only enter as higher order perturbation, as we will see later in subsection 2.2.2. In this case we can find an overall residual linear coupling \( g_r = \frac{1}{2} C_0 \delta x \bar{n}_b \delta C \left[ C(x) + C(-x) \right]^{-1} > 0 \) of the membrane equal to
\[
g_r = \delta g_1 + 2 \frac{\delta g_1 \delta C}{C_0} + \frac{\delta g_1 \delta C^2}{C_0^2}.
\]

(2.67)

Under the assumption that the parasitic elements \( R \) and \( L \) of the circuit are smaller than the non-parasitic ones \( R_0 \) and \( L_0 \), we can neglect the coupling to the antisymmetric mode to lowest order (this mode is far off resonant, while the symmetric one is resonant). The heating is then dominated by the residual linear coupling \( g_r \), similarly to the situation encountered above in subsection 2.2.1. We can thus use the result in Eq. (2.34) obtained for the \( RLC \) circuit to identify the contribution to the heating:
\[
n_b(t) = \frac{\bar{\Gamma}_b}{\gamma_b + \Gamma_b} (1 + 2\bar{n}_e) \left( 1 - e^{-(\gamma_b+\Gamma_b)t} \right).
\]

(2.68)

Here, \( \bar{\Gamma}_b \) has been defined from \( \Gamma_b \) in Eq. (2.35) by substituting \( g_1 \) with \( g_r \):
\[
\bar{\Gamma}_b = \frac{4 \delta g_1^2 \lambda_1^2 \gamma_t}{\overline{\gamma_t + \gamma_t} \left[ (\gamma_t + \gamma_t)^2 + 4 \omega_m^2 \right]}.
\]

(2.69)

From Eq. (2.68) we can determine \( \Delta n_b \),
\[
\Delta n_b = \bar{\Gamma}_b (1 + 2\bar{n}_e) T,
\]

(2.70)

being the denominator of the parameter \( \lambda_p = D^2/\Delta n_b \) presented in Eq. (2.5b) for \( \delta C \to 0 \).
Putting together Eqs. (2.65) and (2.68), we can find the time evolution of the average phonon number \( n_b(t) \), taking into account all sources of heating:

\[
n_b(t) = n_b(0) e^{-(\gamma_b + \Gamma_b)t} + \left[ \gamma_b \bar{n}_m + \left( \frac{\Gamma_b}{2\omega_m} + \Gamma_b \right) (1 + 2\bar{n}_e) \right] \frac{1 - e^{-(\gamma_b + \Gamma_b)t}}{\gamma_b + \Gamma_b}.
\]

(2.71)

This result will be supported by our simulations, presented below.

**Heating simulation**

In this subsection we present two methods for simulating the membrane heating, described by \( n_b(t) \). For the ‘double arm’ circuit in Fig. 2.9 we cannot employ the wave function Monte–Carlo approach [93] that was used for Fig. 2.8. Quantum jump simulations apply to Markovian reservoirs, and thereby assume that there is the same number of thermal photons for all frequencies. In our case, there is a big difference in the resonance frequencies of the symmetric \( \omega_s \) and antisymmetric \( \omega_a \) electrical modes. Therefore, we need to address the frequency dependence of the reservoir occupation. At a given temperature \( T_e \) of the electrical reservoirs, the antisymmetric mode will come to equilibrium with \( \bar{n}_e(\omega_s, T_e) = \frac{\exp(\hbar \omega_s/k_B T_e) - 1}{\exp(\hbar \omega_s/k_B T_e) + 1} \) photons at frequency \( \omega_s \). On the other hand, the coupling between the mechanical oscillator and the antisymmetric field is mediated by the driving, which is resonant with the symmetric mode. Hence, the membrane couples to a reservoir containing \( \bar{n}_e(\omega_s, T_e) \gg \bar{n}_e(\omega_a, T_e) \) photons, as indicated in Eq. (2.65). Therefore, more advanced methods are required for simulating the present situation.

We will investigate the approximations taken for deriving Eq. (2.71) on two different levels. First, we consider Eqs. (2.51) and solve them in the Fourier domain, keeping the off-resonant terms that have been ignored in the derivation of Eq. (2.65) above. Second, we allow for any possible deviation from the balanced circuit in Fig. 2.9, by introducing unbalanced parasitic resistances \( R_1 \) and \( R_2 \), inductances \( L_1 \) and \( L_2 \), rest capacitances \( C_1 \) and \( C_2 \), and linear couplings \( g_1 + \delta g_1 \) and \( g_1 - \delta g_1 \). In the following, since we are interested in the time evolution of the mechanical subsystem for times longer than \( T \), we will explicitly consider a time variable \( \tau > T \) in the Fourier expansion of Eq. (2.15)

Let us start our analysis by rewriting Eqs. (2.51) with the creation \( \hat{a}^\dagger \) and annihilation \( \hat{a} \) operators for the electrical charge \( \hat{Q}_a \) and flux \( \Phi_a \):

\[
\hat{a}[\Omega_k] \left( -i\Omega_k - i\omega_a + \frac{\gamma_b}{2} \right) = \frac{\gamma_b}{2} \hat{a}^\dagger[\Omega_k] - i \frac{\gamma_b}{\gamma_R + \gamma_t} \frac{\Omega_k - \omega_s}{\omega_s} \left( \hat{b}[\Omega_k - \omega_s] + \hat{b}^\dagger[\Omega_k - \omega_s] \right) - \hat{b}[\Omega_k + \omega_s] - \hat{b}^\dagger[\Omega_k + \omega_s]
\]

\[
\hat{b}[\Omega_k] \left( -i\Omega_k - i\omega_m + \frac{\gamma_b}{2} \right) = - \frac{\gamma_b}{\gamma_R + \gamma_t} \frac{\Omega_k - \omega_s}{\omega_s} \left( \hat{a}[\Omega_k - \omega_s] + \hat{a}^\dagger[\Omega_k - \omega_s] \right) - \hat{a}[\Omega_k + \omega_s] - \hat{a}^\dagger[\Omega_k + \omega_s]
\]

(2.72a)

\[
\hat{a}[\Omega_k] \left( -i\Omega_k - i\omega_a + \frac{\gamma_b}{2} \right) = \frac{\gamma_b}{2} \hat{a}^\dagger[\Omega_k] - i \frac{\gamma_b}{\gamma_R + \gamma_t} \frac{\Omega_k - \omega_s}{\omega_s} \left( \hat{b}[\Omega_k - \omega_s] + \hat{b}^\dagger[\Omega_k - \omega_s] \right) - \hat{b}[\Omega_k + \omega_s] - \hat{b}^\dagger[\Omega_k + \omega_s]
\]

(2.72b)

where \( \hat{Q}_a = \sqrt{\hbar C_0/\omega_a} (\hat{a} + \hat{a}^\dagger)/2 \) and \( \Phi_a = i \sqrt{\hbar / (C_0 \omega_a)} (\hat{a}^\dagger - \hat{a}) \). Note that in Eqs. (2.72) we have ignored \( g_2 \) contributions (\( g_2 \ll g_1 \)), and added boundary terms, that are required to describe non–periodic dynamics in the Fourier series. Without those, we would obtain the steady state evolution, that cannot capture the thermalisation from
the ground or any other state than the equilibrium. The additional terms can be adjusted to represent the desired initial state.

In subsection 2.2.2 we truncated the Fourier series by keeping only the terms resonant with the mechanical frequency $\omega_m$. Instead, we will now include additional terms at frequencies centred around $\pm \omega_m$.

\[
\hat{O}(t) = \sum_{k=-N_j}^{N_j} \sum_{l=-N_f}^{N_f} \hat{O} \left[ \omega_m + k\omega_s + \frac{l2\pi}{\tau} \right] e^{-i(\omega_m + k\omega_s + \frac{l2\pi}{\tau})} \sqrt{\tau} + \hat{O} \left[ -\omega_m + k\omega_s + \frac{l2\pi}{\tau} \right] e^{i(\omega_m + k\omega_s + \frac{l2\pi}{\tau})} \sqrt{\tau},
\]

(2.73)

where $\hat{O}$ can be any operator $\hat{a}(t)$ or $\hat{b}(t)$, and $k, l$ are integers corresponding to the expansion. In Eq. (2.73), the parameter $N_j$ indicates how many sidebands we consider, while $N_f$ is related with the convergence of the Fourier series. By setting $N_j = 0$, we are assuming that the mechanical and electrical subsystems are completely decoupled, while $N_j = 2$ is the case studied above analytically. Corrections are given for $N_j > 2$. An example of the considered frequencies is illustrated in Fig. 2.10 for $N_j = 2$ and $N_f = 4$. The Fourier components $\hat{a} \left[ \pm (\omega_m + k\omega_s + \frac{l2\pi}{\tau}) \right]$ and $\hat{b} \left[ \pm (\omega_m + k\omega_s + \frac{l2\pi}{\tau}) \right]$ are then derived from the set of coupled linear equations (2.72), that can be solved efficiently using the matrix notation. A comparison between the result of Eq. (2.65) and the so–derived simulations is presented in Fig. 2.11. In the left plot we present $T_{1/2}$ for different values of the linear coupling $g_1$. Here, $T_{1/2}$ is the time for which the average mechanical occupation is half the one of the steady state $n_b(t \to \infty)$. In the right plot, it is possible to see the $g_1$–dependence of the mechanical steady state population. As it is possible to see, the simulations converge to the analytical curve of Eq. (2.65) independently from the parameter $N_j$. This means that off-resonant terms do not play a major role, and that the approximations taken for deriving Eq. (2.65) are appropriate. The small discrepancy between analytical and simulated results is dominated by a poor convergence of the Fourier series. By taking bigger $N_f$, this discrepancy would be eventually removed.

In the second part of this subsection we simulate the electromechanical system presented in Fig. 2.9, allowing all the parasitic elements to differ between the two arms. In particular, we introduce deviations for resistances $R \to R \pm \delta R$, inductances
Figure 2.11: Comparison between Eq. (2.65) and simulations. In the left plot, we show $T_{1/2}$ versus the linear coupling $g_1$, with $T_{1/2}$ defined by the relation $n_b(T_{1/2}) = n_b(t \to \infty)/2$. In the right plot, the average mechanical steady state population $n_b(t \to \infty)$ is presented, as a function of $g_1$. Dotted lines are the analytical predictions obtained from Eq. (2.65). Red squares and blue diamonds come from simulations. The first one corresponds to the case where we allow for only one sideband ($N_j = 2$), and the second for two ($N_j = 4$). As it is possible to see, two–sidebands corrections are negligible. We assumed $L/L_0 = 10^{-4}$, $R/Z_{\text{out}} = 0.1$, $\omega_s = (2\pi)3$ GHz, $\omega_m = (2\pi)314$ MHz, $\gamma_t \simeq \gamma_r = (2\pi)100$ kHz, $\gamma_b = (2\pi)10$ Hz, $|\alpha|^2/\tau = 10^{12}$ s$^{-1}$ and $n_e = n_m = 0^5$. Here, $\tau$ is the arbitrary time of the Fourier series in Eq. (2.15).

$L \to L \pm \delta L$, bare capacitances $C_0 \to C_0 \pm \delta C$, and the linear couplings $g_1 \to g_1 \pm \delta g_1$ in the left and right arms. Once we have done this, following the standard approach presented above we can derive the equations of motion of our electromechanical
setup to be:

\[ \dot{Q}_a = \frac{\Phi_a}{2L} + \frac{\delta L^2 \Phi_a - 2L \delta L \Phi_a}{2L (L^2 + 2L L_0 - \delta L^2)}, \]  

(2.74a)

\[ \dot{\Phi}_a = -\frac{2\dot{Q}_a}{C_0} - \frac{\delta}{C_0 \omega_s} \dot{Q}_s (\dot{b} + \dot{b}^\dagger) - \frac{g_2}{C_0 \omega_s} \dot{Q}_a \dot{b}^\dagger \dot{b} - \gamma_l \dot{\Phi}_a + 2 (\dot{V}_{\text{R2}} - \dot{V}_{\text{R1}}) \frac{2 \delta C^2 \dot{Q}_a}{C_0 (C_0^2 - \delta C^2)} \]  

(2.74b)

\[ \dot{Q}_s = \frac{2 \dot{\Phi}_s}{L + 2L_0} - \frac{\delta L \dot{\Phi}_a}{(L^2 + 2L L_0 - 2 \delta L^2)} + \frac{2 \delta L^2 \dot{\Phi}_s}{(L + 2L_0) (L^2 + 2L L_0 - 2 \delta L^2)}, \]  

(2.74c)

\[ \dot{\Phi}_s = -\frac{\dot{Q}_s}{2C_0} - \frac{\delta}{C_0 \omega_s} \dot{Q}_a (\dot{b} + \dot{b}^\dagger) - \frac{g_2}{C_0 \omega_s} \dot{Q}_a \dot{b}^\dagger \dot{b} - \gamma_l \dot{\Phi}_a + 2 (\dot{V}_{\text{in}} + \dot{V}_{\text{R0}}) + \dot{V}_{\text{R1}} + \dot{V}_{\text{R2}} \]  

(2.74d)

\[ \dot{b} = -i \omega_m b - i \frac{g_1}{\hbar C \omega_s} Q_s \dot{Q}_s - i \frac{g_2}{\hbar C \omega_s} (\dot{b} + \dot{b}^\dagger) \left( \frac{\dot{Q}_s^2}{2} + \frac{\dot{Q}_s^4}{4} \right) - \frac{\gamma_m}{2} \dot{b} + i \frac{x}{\hbar} \dot{f}_b \]  

(2.74e)

For simulating this set of equations we follow a similar approach to the one presented above, neglecting off–resonant terms that do not contribute substantially to the mechanical heating, and the quadratic coupling (since \( g_2 \ll g_1 \)). In order to get a solution, we have linearised the symmetric and antisymmetric electrical fields, and the mechanical operators. As opposed to the previous investigations, now our simulations start at a specific time. We thus consider transient dynamics for the average mechanical operators, that we can set to have any initial value (generally zero, as for the ground state). Our simulations are thus performed with the mechanical average values being time dependent [91]. As it is possible to see from Fig. 2.3, the agreement between the analytical results and the simulations is excellent, as far as the asymmetries \( \delta R, \delta L \) and \( \delta C \) are small enough. The system is more susceptible to relative increase of \( \delta C \) as compared to \( \delta R \) and \( \delta L \). This is because \( \delta R \) and \( \delta L \) are asymmetries of parasitic elements of the circuit, while \( \delta C \) affects the main (and only) capacitor. A non–vanishing value of \( \delta C \) directly affects the residual linear coupling \( g_1 \) [see Eq. (2.67)] and thus has a larger influence, that is included in our analytical prediction of Eq. (2.71). Roughly speaking, whenever \( \delta C/C_1, \delta R/R \) and \( \delta L/L \) are smaller than 25%, the agreement between Eq. (2.71) and the simulations is very good.

In summary, we have tested the assumptions made in the derivation of our analytical results. We have proven with the Fourier analysis that off–resonant terms do not contribute significantly to the mechanical heating, while simulations of Eqs. (2.74) ensured that asymmetries play a secondary role in the electromechanical dynamics.

As a final comment, we note that the derivation of the parameter \( D^2 \) including asymmetries can be done analytically with the procedure introduced in subsections 2.2.1 and 2.2.2. We do not report the result here since including \( \delta R, \delta L, \) and \( \delta C \) makes the expressions long and complicated. In principle, however, the parameter \( \lambda \)
for the most general antisymmetric setup can be derived analytically, with the simple expressions for \( \lambda_b \) and \( \lambda_p \) [given in Eqs. (2.5)] being valid for small asymmetries.

### 2.2.3 Measurement

The parameter \( \lambda \) specifies how suitable a specific experimental setup is for carrying out the QND detection. The outcome of an experimental run will, however, depend on the procedure used in the experiment. In this subsection, we consider the protocol presented in section 2.1.3 and illustrated in Fig. 2.12. We assume that the mechanical oscillator is prepared and continuously cooled to some average phonon number \( \bar{n}_m \) during the entire measurement sequence. We determine the best experimental parameter \( \Delta n_b \) to be used to maximize the visibility \( \xi \) for a given value of \( \lambda \). Finally, we compare the analytical model with numerical simulations.

**Figure 2.12:** Considered measurement sequence. The mechanical state is cooled down to some average thermal phonon number \( \bar{n}_m \), and then measured several times, while keeping the cooling active.

First, we develop a model for the protocol presented in Fig. 2.12, where we only allow for a single jump during the measurement time \( T \). After the state preparation, the membrane is in a mixture of the Fock states \( \hat{\rho}_{in} = \sum_i p_i |i \rangle \langle i| \), where \( p_i = \bar{n}_m^i / [1 + \bar{n}_m]^{i+1} \) is the probability to be in the \( i \)-th state. When we start probing the system, the measurement outcome \( V_M \) follows a probability distribution that depends on three parameters: \( \bar{n}_m \), \( \Delta n_b \), and \( D^2 \). \( \bar{n}_m \) determines the initial thermal state of the membrane, and fixes the probabilities \( p_i \). \( \Delta n_b \) determines the rate at which the membrane jumps out the ground state, and can be used to calculate the probability, for each Fock state in \( \hat{\rho}_{in} \), to jump up or down. In particular, the ground state \( |0 \rangle \) has a probability \( p_0 (1 - \exp [\Delta n_b]) \) to jump up, while any other Fock state \( |i \rangle \) has probabilities \( p_i (1 - \exp [-i(i+1)\Delta n_b]) \) and \( p_i (1 - \exp [-i\Delta n_b(\bar{n}_m^{-1} + 1)]) \) to jump up or down, respectively. Finally, \( D^2 \) sets the distance between measurement outcomes with different phonon occupations. Therefore, whenever the membrane remains in the same state during the whole duration \( T \), the outcome \( V_M \) is a Gaussian distributed random number with average \( \bar{n}_b d \) and variance \( \sigma^2 = d^2 / D^2 \). If, on the other side, the mechanical state changes during the measurement, then \( V_M \) is again a Gaussian distributed random number with variance \( \sigma^2 \), but with an average value given by \( T^{-1} [n_b^{(i)} T_j d + n_b^{(f)} (T - T_j) d] \). Here, \( T_j \) is the (uniformly distributed) random time at which the jump happens, and \( n_b^{(i)} \) and \( n_b^{(f)} \) are the phonon numbers before and after the jump. Therefore, knowing \( \Delta n_b \), \( D^2 \) and \( \bar{n}_m \), the probability
distribution function PDF of the outcomes $V_M$ can be determined:

$$
PDF(V_M) = \lim_{N_p \to \infty} \left\{ \sum_{i=0}^{N_p} \frac{P_p(i)}{\sqrt{2\pi \sigma^2}} e^{-\frac{(V_M - \bar{V}_M)^2}{2\sigma^2}} + \sum_{i=1}^{N_p} \int_{(i-1)d}^{id} \frac{P_p(i-1; i)}{\sqrt{2\pi \sigma^2}} e^{-\frac{(V_M - \bar{V}_M)^2}{2\sigma^2}} dV \right\},
$$

(2.75)

where, we recall, $D = d/\sigma$, and $\sigma^2 = \langle (\Delta V_M)^2 \rangle$ is a scaling factor. In this last equation, $P_p(i)$ is the probability for the mechanical state to remain in $|i\rangle$ for the whole measurement, while $P_p(i-1; i)$ is the likelihood that either $|i-1\rangle$ jumps up or $|i\rangle$ jumps down. The parameter $N_p$ is the size of the Hilbert space of the mechanical subsystem. Since we are interested in the peaks relative to $n_b = 0$ and $n_b = 1$, we can assume $N_p = 1$ and thus rewrite (2.75) in the following form:

$$
PDF(V_M) \simeq \frac{1}{\sqrt{2\pi \sigma^2}} \left( e^{-\frac{V_M^2}{2\sigma^2} - \Delta n_b (1 + \bar{n}_m)} + e^{-\frac{(V_M - d)^2}{2\sigma^2} - \Delta n_b (3 + \bar{n}_m)} \bar{n}_m \right)
\left[ (1 + \bar{n}_m) (1 - e^{-\Delta n_b}) + \bar{n}_m \left( \frac{1 - e^{-\Delta n_b} (3 + \bar{n}_m)}{1 + e^{-\Delta n_b} (1 - \bar{n}_m)} \right) \right]
\frac{\text{Erf} \left( \frac{V_M - \bar{V}_M}{\sqrt{2\sigma^2}} \right) - \text{Erf} \left( \frac{V_M - d - \bar{V}_M}{\sqrt{2\sigma^2}} \right)}{2d (1 + \bar{n}_m)^2},
$$

(2.76)

where Erf$(\cdot)$ denotes the error function. From Eq. (2.76), we can derive an analytical expression for the visibility for the chosen values of parameters: $\xi \left( \bar{n}_m, D^2, \Delta n_b \right)$. Importantly, $D^2$ is a dummy parameter, since $\lambda = D^2 / \Delta n_b$. It follows that, for given $\lambda$ and $\bar{n}_m$, we can maximise $\xi \left( \bar{n}_m, \lambda \Delta n_b, \Delta n_b \right)$ by tuning $\Delta n_b$. Using this model, we obtain the analytical expression for the optimal $\xi$ in the limit of $\lambda \gg 1$, presented in Eq. (2.8). Note that tuning $\Delta n_b$ can be done by adjusting the probe power and choosing an appropriate measurement time $T$.

To investigate the validity of the single jump approximation used above, we simulate the probability distribution function for the outcome $V_M$ in a Monte–Carlo simulation. The results are presented in Fig. 2.13. In the simulation, we allow multiple jumps to happen by dividing the measurement time $T$ into smaller segments, during which the mechanics is allowed to change. Similar to above, the outcome of the measurement can then be sampled from a Gaussian distribution of variance $\sigma^2$ and a mean determined by the average phonon number during the measurement. The hardly visible deviation between the analytical prediction and numerics in Fig. 2.13 comes from the single jump restriction, and can be eliminated by including the two-jumps events in the model. Note that, since the optimal $\Delta n_b$ decreases for higher values of $\lambda$, the single jump approximation becomes more and more accurate with increasing $\lambda$. Secondly, for given $\lambda$ and $\bar{n}_m$, we can compare the analytical with the numerical maximum visibility $\xi$. The latter is determined using repeated Monte–Carlo simulations with different values for $\Delta n_b$, as shown in Fig. 2.14. Each point in such plot corresponds to a single simulation with given parameters $\lambda$, $\bar{n}_m$ and $\Delta n_b$. The error bars are derived assuming Poissonian statistics in each bin of the histogram collecting the outcomes $V_M$. A polynomial fit is then used for determining the maximum visibility $\xi$, that is compared with the analytical prediction in Fig. 2.5 (2D plot; analytical corresponds to the red dotted line, numerical results are represented by blue circles).

As a final remark, it is important to say that the results of this section can easily be adapted to other experimental schemes [92]. For instance, it is possible to first cool down the mechanical motion to the ground state, and then let it thermalize while measuring several times. An advantage of this approach is that it reduces the probability of jumping down from the excited Fock states, since the cooling is
absent. On the other hand, operating the experiment in a pulsed regime may add an extra degree of complexity, e.g., transient effects associated with the change in equilibrium position of the membrane when the fields are turned on.

### 2.2.4 Realistic experimental parameters

Here we study in more detail a possible experimental setup for our proposal, and the potential challenges that may arise pursuing the QND measurement of the phonon number. First, we present a simple derivation for determining the linear and quadratic electromechanical couplings \( g_1 \) and \( g_2 \) [86]. Then, we discuss the presence of a stray capacitance \( C_s \), the main effect of which is to reduce these couplings. Finally, we analyse the feasibility of an experiment, considering aspects such as the intra-cavity photon number, the mechanical quality factor, the measurement time, and probe power. The parameters employed are the same as introduced in section 2.1.2: \( \omega_s = (2\pi)7 \text{ GHz} \), \( \omega_m = (2\pi)80 \text{ MHz} \), \( \gamma_t \simeq \gamma_t = (2\pi)150 \text{ kHz} \), \( R = Z_{\text{out}}/10 \), \( \bar{n}_e = 0 \), \( g_r = 10^{-2}g_1 \) and \( C_s = 100C_0 \). The membrane is assumed to be 1 \( \mu m \) long and 0.3 \( \mu m \) wide, with a quality factor\(^6 \) \( Q = 10^6 \). We discuss the average occupation \( \bar{n}_m \) of the mechanical bath in the following.

The mechanical membrane is fixed along all its boundaries, such as in Fig. 2.1(a). A basis of modes describing its motion is thus \( \{ u_{i,j}(x,y) \} \), where

\[
 u_{i,j}(x,y) = e \sin \left( \frac{i\pi}{L} x \right) \sin \left( \frac{j\pi}{W} y \right). 
\]

\(^6\)For graphene membranes at cryogenic temperatures, quality factors between \( 10^5 \) and \( 10^6 \) have been showed in [84]. Here, the simple geometry used (monolayer sheet laid on circular support) let hope for future improvements in the quality factors of such devices.
Here, \( L \) and \( W \) are the length and width of the membrane, respectively. The mode of interest has indices \( i = 2 \) and \( j = 1 \), and the constant \( \epsilon \) fixes an effective gauge for the mass. By setting \( \int_0^L \int_0^W \left| u_{i,j}(x,y) \right|^2 dx dy = 1 \), we choose the gauge in which the so–called effective mass is the physical mass, and \( \epsilon = 2 \). Recalling that

\[
g_1 = \frac{x z \omega_s}{C_0} \left. \frac{\partial C}{\partial \beta} \right|_{x=0} ,
\]

\[
g_2 = \frac{x^2 z \omega_s}{2 C_0} \left. \frac{\partial^2 C}{\partial \beta^2} \right|_{x=0},
\]

the couplings can be determined once the derivatives are found. As discussed in Ref. [86], \( \beta \) describes the amplitude of the considered mode, and can be viewed as a canonical position. An approximate value of the derivatives in Eq. (2.78) is then

\[
\frac{\partial^k C}{\partial \beta^k} \bigg|_{x=0} \simeq (-1)^k k! \frac{C_0}{LW} \int_0^{L/2} \int_0^W u_{2,1}^k(x,y) dx dy,
\]

where \( d \) is the distance separating the two capacitor’s plates, and the integral is taken over half the membrane, for the reasons discussed in section 2.2.2. Using Eqs. (2.78) and (2.79), we can finally determine the values of \( g_1 \) and \( g_2 \) to be

\[
g_1 = \frac{8 x z \omega_s}{\pi^2 d},
\]

\[
g_2 = \frac{x^2 z \omega_s}{d^2}.
\]
For the parameters introduced in section 2.1.2, we find $g_1 \simeq (2\pi)715$ kHz and $g_2 \simeq (2\pi)111$ Hz. Considering that we assumed an electrical damping $\gamma_1 = (2\pi)150$ kHz, it could seem that we reach the strong coupling regime $g_1 > \gamma_1$. However, we have so far ignored stray capacitances, that are the main reason for which the strong coupling regime (and thus the phonon QND measurement) has never been accomplished in electromechanics. For such small geometries, the stray capacitance $C_s$ always exceed the intrinsic capacitance $C_0$ by up to several orders of magnitude [84], and severely limits the attainable values of the linear and quadratic couplings [see Fig. 2.4(b)]. Looking at Eqs. (2.78), and considering that the stray capacitance does not affect the derivatives $\partial^kC/\partial \beta^k$, we replace the coupling constants by

$$g_1 \rightarrow \frac{C_0}{C_0 + C_s} g_1, \quad (2.81a)$$

$$g_2 \rightarrow \frac{C_0}{C_0 + C_s} g_2. \quad (2.81b)$$

For $C_s = 100C_0$, we find $g_1 \simeq (2\pi)7$ kHz and $g_2 \simeq (2\pi)1$ Hz. This value of $C_s$ is optimistic for geometries similar to the ones described in Ref. [82], membranes of similar dimensions as the ones conjectured here are assembled onto small localized gates, dramatically reducing the stray capacitance. With this fabrication technique, a stray capacitance of $50 fF$ is obtained, for a membrane that is about two and a half times the size of the one conjectured here. In our case, this value for the stray capacitance would correspond to 376 times $C_0$, where $C_0 \simeq 0.13 fF$. Due to the smaller size of our membrane, we assume a reduction in the stray capacitance, such that we consider $C_s = 100C_0$.

In our settings, reaching the strong coupling would require $C_s < 3.8C_0$. In this regime, phonon QND detection could also be performed with the strategy proposed in [45]. With a large stray capacitance, however, we cannot accomplish such requirement, and investigate different approaches to QND detection. With the experimental parameter described above, we find $\lambda_b = 105 \times Z_{\text{out}}/R$ and $\lambda_p = 0.014(g_1/g_2)^2$, regardless of the value of $C_s$. The highest quoted value $\lambda = 122$ is found assuming $g_r = 10^{-2}g_1$ and $Z_{\text{out}} = 10R$.

In the remainder of this section, we study the conditions under which the QND detection could be implemented, focusing on the incident power and the measurement time. First, we recall that the membrane’s heating has several contributions. Two of them, denoted $\Delta n_b^{(b)}$ and $\Delta n_b^{(p)}$, are the ones identified in Eqs. (2.66) (rhs, second term) and (2.70), respectively. They describe the feedback of the electrical system on the mechanical motion, and are the denominators of the parameters $\lambda_b$ and $\lambda_p$ defined in Eqs. (2.5). The third contribution comes from the mechanical reservoir. Indicated with $\Delta n_b^{(m)}$, this is given in Eq. (2.66) (rhs, first term), and is independent of the strength of the probing field. For determining the parameter $\lambda$, we have so far ignored $\Delta n_b^{(m)}$, assuming that the measurement is fast enough. This is an excellent approximation, as far as $\Delta n_b^{(m)} \ll \Delta n_b^{(b)} + \Delta n_b^{(p)}$. Below, we discuss the case in which there is a sizable contribution from the mechanical bath, and describe its effect on the QND detection of the phonon number.

Above we have seen that, for the considered experimental parameters, $\lambda = 122$, for which we find the optimal $\Delta n_b = 0.21$. For $C_s = 100C_0$, the total number of photons that we need to send within the measurement is $\lambda^2 \simeq 4.5 \cdot 10^{11}$ [see Eqs. (2.66)
and (2.70)]. By sending these photons within a sufficiently short time, we can neglect the influence of the mechanical reservoir. To derive precise conditions for this, we define the effective temperature $\bar{N}_e$ of the electrically induced reservoir:

$$\bar{N}_e = \frac{\Delta n_b^{(b)} + \Delta n_b^{(p)}}{T(\gamma_b + \Gamma_b)}. \tag{2.82}$$

This last equation is derived from Eq. (2.71), by sending the time $t$ to infinity, and recalling the definitions of $\Delta n_b^{(b)}$ and $\Delta n_b^{(p)}$. $\bar{N}_e$ is the average phonon number at which the membrane stabilizes in the absence of the mechanical reservoir. The condition $\Delta n_b^{(m)} \ll \Delta n_b^{(b)} + \Delta n_b^{(p)}$, under which the mechanical bath can be neglected, can be rewritten as $\bar{n}_m \ll \bar{N}_e$. The measurement time $T$ is thus a knob that allows us to adjust the relative weights of the mechanical reservoir and the electrical feedback on the membrane. For short measurement times, $\bar{N}_e$ is increased, and this condition is easier to satisfy. As an example, if we choose $T = 0.4$ ms and $Q = 10^6$, we get $\bar{N}_e = 1$, implying that the average occupation of the membrane’s reservoir needs to be less than unity to neglect the mechanical reservoir. For our setup, this requires the temperature of the cryostat to be lower than 6 mK, a challenging task for current technology. On the other side, choosing $T = 0.04$ ms fixes $\bar{N}_e = 10$, and the temperature for which $\bar{n}_m$ becomes negligible is 40 mK, that has been already achieved in experiments involving graphene resonators [84]. Once the measurement time is chosen, and assuming the photon flux $|\bar{a}|^2 = |\alpha|^2/T$ to be constant, one can determine the probing power $P_{in}$ and the average intracavity photon number $|\bar{a}|^2/\gamma_t$. As an example, with $T = 0.4$ ms, $P_{in}$ becomes 5.3 nW and $|\bar{a}|^2/\gamma_t = 1.2 \cdot 10^9$. These parameters are highly dependent on the mechanical quality factor $Q$, and the stray capacitance, as investigated below in Fig.2.4(a).

Finally, we discuss the case in which the electrical heating is in equilibrium with the heating and damping of the mechanical reservoir. In that case, we need to renormalize $\lambda$ by the total heating:

$$\lambda' = \frac{\Delta n_b^{(b)} + \Delta n_b^{(p)}}{\Delta n_b^{(m)} + \Delta n_b^{(b)} + \Delta n_b^{(p)}}\lambda, \tag{2.83}$$

where $\lambda'$ contains both the terms $\lambda_b$ and $\lambda_p$.

Importantly, we can always make $\lambda' \sim \lambda$ by increasing the driving strength and reducing the measurement time (thus decreasing $\Delta n_b^{(m)} = \bar{n}_m\gamma_bT$). The parameter $\lambda'$ substitutes $\lambda$ in the description of the system. The mechanical bath thus reduces the quality of the phonon QND measurement, but the analysis above still applies, with $\lambda'$ instead of $\lambda$. As an example, assume that the temperature is 14 mK [84]. Then, the average occupation of the membrane’s reservoir is $\bar{n}_m = 3$. We choose $T$ such that the electrical heating is equal to the mechanical: $\bar{N}_e = \bar{n}_m$. Then $\lambda' = \lambda/2 = 61$ with the previous parameters. This value is well in the regime of good visibility $\xi$, and for this $\lambda'$, the optimal value of the total heating is $\Delta n_b = \Delta n_b^{(m)} + \Delta n_b^{(b)} + \Delta n_b^{(p)} = 0.3$. Depending on the value of the mechanical quality factor $Q$ and stray capacitance $C_s$, we can then determine the required incident power and the intracavity photon number, as shown in Fig. 2.4. Since we assume $\Delta n_b^{(m)} = \Delta n_b/2$, the measurement time is $T = \Delta n_b/(2\gamma_b\bar{n}_m) \simeq 0.05Q/\omega_m$. For the parameters in the figure and a quality factor $Q$ varying between $10^5$ and $10^7$, we find $T \in [10^{-5}, 10^{-3}]$ s.
2.3 Conclusions

We have revisited the challenge of performing phonon QND measurement. Employing symmetry to inhibit the linear coupling, the detrimental heating is suppressed while retaining the desired quadratic coupling. Contrary to the optomechanical case [78], the residual coupling to the antisymmetric mode is strongly suppressed by its higher frequency and reduced resistance. A particularly attractive feature of the current approach is that it is only sensitive to the ratio $g_2/g_1$, and not to their absolute values. Stray capacitances, which reduce the electromechanical couplings, can thus be compensated using stronger input fields.

These attractive features put QND detection within reach of presently available technology. A successful realization of a QND detection will not only represent a demonstration of genuine non-classical behaviour of mechanical systems, but also extend the interactions available in electro/opto–mechanics to non–Gaussian operations [94]. This will considerably expand the realm of effects that can be studied with these systems, and facilitate their application for quantum information processing [29].

The extensions of this work to the optomechanical case is considered in chapter 3. The electromechanical systems considered here can be described with Kirchoff’s laws, that give rigorous results within a well defined model. The physical mechanisms behind the heating are identified to be the Johnson-Nyquist noises associated to the resistors, and fabrication imperfections. For comparison, the exact description of dissipation in a multi–mode optomechanical system is more involved. Nevertheless, the results presented here will be useful for guiding the intuition towards QND detection in the optical regime. As a further extension, it would be interesting to investigate the effect of squeezing. By reducing the vacuum noise, squeezing can lead to a direct improvement in $\lambda$, thus reducing the physical requirements for the QND detection.
Chapter 3

Membranes & optical cavities

In the following, we generalize the results presented in chapter 2 to the optical regime. We study the model in Fig. 3.1, where a membrane is placed within an optical cavity, and highlight features that all optomechanical setups have in common. The system in Fig. 3.1 has been already extensively studied, even in the context of phonon QND measurement [45, 78]. However, previous approaches focused on the strong dielectric regime, in which the membrane is highly reflective and the dominant contribution to the quadratic coupling is the induced one (see section 2.2.2). We develop a theoretical framework that incorporates the results known in the literature but extends them to the case of a weak dielectric.

The chapter is structured as follows. In section 3.1, we give equations and a numerical approach to find the optical field inside the cavity. These results are then used in section 3.2, where the optomechanical couplings are derived in both the regimes of interest. Finally, we find the figure of merit for phonon QND measurement $\lambda$ in section 3.4, where we also compare the optomechanical system with the electromechanical one.

![Figure 3.1: The optical setup. A membrane of width $d_p$ is placed within a cavity of length $L$, at position $z_0$. The dielectric material the membrane is made of perturbs the optical modes according to its polarizability index $\epsilon_r$. The polarization of the electric and magnetic fields, $\vec{E}$ and $\vec{B}$ respectively, is shown.](image-url)
3.1 The electric field

In this section, we study the optical properties of the cavity including a dielectric. Equations for the optical field are derived both in the weak and strong dielectric limit, and a numerical approach is developed for verifying the results. We assume the membrane to be stationary and ignore the mechanical degrees of freedom. The results of this section are then used for determining the couplings and characterizing the system.

3.1.1 An exact solution

We now derive exact numerical solutions for the electric and magnetic fields in the optical cavity of Fig. 3.1. We start with Maxwell’s equations without sources and in the presence of a dielectric

\begin{align}
\nabla \times \vec{E}(\vec{r},t) &= -\partial_t \vec{B}(\vec{r},t), \\
\nabla \times \vec{H}(\vec{r},t) &= \partial_t \vec{D}(\vec{r},t), \\
\nabla \cdot \vec{D}(\vec{r},t) &= 0, \\
\nabla \cdot \vec{B}(\vec{r},t) &= 0,
\end{align}

where we defined

\begin{align}
\vec{D}(\vec{r},t) &= \epsilon_0 \left[ 1 + \epsilon_r(\vec{r}) \right] \vec{E}(\vec{r},t), \\
\vec{H}(\vec{r},t) &= \frac{1}{\mu_0} \vec{B}(\vec{r},t).
\end{align}

For simplicity, we assumed a scalar electric polarizability \( \epsilon_r = 3 \Re[(\epsilon - \epsilon_0)/(\epsilon + 2\epsilon_0)] \) \[95\], where \( \epsilon \) and \( \epsilon_0 \) are the membrane’s and vacuum permittivity, respectively. The magnetic permittivity is neglected. A one dimensional description of the system is sufficient to extract both qualitative and quantitative dynamics. In that case, Eqs. (3.1) can be summarized by

\begin{align}
\partial_z E_x(z,t) &= -\partial_t B_y(z,t), \\
\partial_z H_y(z,t) &= \partial_t D_x(z,t),
\end{align}

with the divergence equations (3.1c) and (3.1d) always fulfilled. The waves propagate along \( z \), and the electric and magnetic fields are polarized along \( x \) and \( y \), respectively (see Fig. 3.1). Differentiating both sides of Eq. (3.3a) in the \( z \) variable, we derive the Helmholtz equation for the electric field:

\[
\left[ \partial_z^2 + k^2 \left( 1 + \epsilon_r(z) \right) \right] E(z) = 0,
\]

where we used the Fourier decomposition (outside the dielectric)

\[ E_x(z,t) = E(z)e^{-i\omega t}. \]

In this notation, \( E(z) \) is the spatial envelope of an electric field with wave vector \( k \) and angular frequency \( \omega = ck \). For the setup in Fig. 3.1, we can divide the domain into three sections, and later impose boundary conditions. It follows that Eq. (3.4)
becomes a system of three equations

\[
\begin{align*}
[\partial^2_z + k^2] E(z) &= 0 \\
[\partial^2_z + k^2 (1 + \varepsilon_r)] E(z) &= 0 \\
[\partial^2_z + k^2] E(z) &= 0
\end{align*}
\]

whose solutions are waves of the form:

\[
\begin{align*}
E(z) &= A_1 \cos (kz) + A_2 \sin (kz) \\
E(z) &= B_1 e^{ik\sqrt{1+\varepsilon_r}z} + B_2 e^{-ik\sqrt{1+\varepsilon_r}z} \\
E(z) &= C_1 \cos (kz) + C_2 \sin (kz)
\end{align*}
\]

The coefficients are determined by continuity and differentiability requirements at the interfaces, and we finally get

\[
\begin{align*}
E(z) &= A \sin (kz), \\
E(z) &= A \left[ \frac{\cos \left( k \left( z_0 - \frac{d_p}{2} \right) \right)}{\sqrt{\varepsilon_r + 1} \csc \left( k \left( z_0 + \frac{d_p}{2} \right) \right)} + \frac{\cos \left( k \sqrt{\varepsilon_r + 1} \left( z - z_0 + \frac{d_p}{2} \right) \right)}{\csc \left( k \left( z - z_0 + \frac{d_p}{2} \right) \right)} \right], \\
E(z) &= \frac{A \sin \left( k \left( z - z_0 - \frac{d_p}{2} \right) \right)}{\sin \left( k \left( z - z_0 + \frac{d_p}{2} \right) \right)} \left[ \frac{\cos \left( k \left( z_0 - \frac{d_p}{2} \right) \right)}{\sqrt{\varepsilon_r + 1} \csc \left( d_p k \sqrt{\varepsilon_r + 1} \right)} + \frac{\cos \left( d_p k \sqrt{\varepsilon_r + 1} \right)}{\csc \left( k \left( z - z_0 + \frac{d_p}{2} \right) \right)} \right], \\
E(z) &= \frac{A \sin \left( k \left( L - z \right) \right)}{\sin \left( k \left( L - z_0 - \frac{d_p}{2} \right) \right)} \left[ \frac{\cos \left( k \left( L - z_0 - \frac{d_p}{2} \right) \right)}{\sqrt{\varepsilon_r + 1} \csc \left( d_p k \sqrt{\varepsilon_r + 1} \right)} + \frac{\cos \left( d_p k \sqrt{\varepsilon_r + 1} \right)}{\csc \left( k \left( L - z_0 + \frac{d_p}{2} \right) \right)} \right],
\end{align*}
\]

where the domains over which these solutions are valid, are the same as in Eqs. (3.7). The wave vectors \( k \) are found with the transcendental equation

\[
\begin{align*}
\sin \left[ k \left( z_0 - \frac{d_p}{2} \right) \right] \left[ \sqrt{\varepsilon_r + 1} \frac{\cos \left( d_p k \sqrt{\varepsilon_r + 1} \right)}{\tan \left( k \left( L - z_0 - \frac{d_p}{2} \right) \right)} - (\varepsilon_r + 1) \sin \left( d_p k \sqrt{\varepsilon_r + 1} \right) \right] + \\
\cos \left[ k \left( z_0 - \frac{d_p}{2} \right) \right] \left[ \frac{\sin \left( d_p k \sqrt{\varepsilon_r + 1} \right)}{\tan \left( k \left( L - z_0 - \frac{d_p}{2} \right) \right)} + \sqrt{\varepsilon_r + 1} \cos \left( d_p k \sqrt{\varepsilon_r + 1} \right) \right] &= 0,
\end{align*}
\]

that reduces to \( \sin (kL) = 0 \) in the absence of dielectric. Whenever \( \varepsilon_r > 0 \), Eq. (3.9) can be solved numerically. It is convenient to label all possible (discrete) values of the wave vectors as \( k_i = k_i + \delta k_i \), where \( k_i \) are the unperturbed wave vectors, and \( \delta k_i \) the corrections. Since the transcendental equation (3.9) generally has several solutions, it is important to find the physically relevant one. The dielectric prolongs the optical path, and therefore the wave vectors \( k_i \) decrease\(^1\). To find all solutions for \( k_i \), we start with a small \( \varepsilon_r \), and pick the negative value for \( \delta k_i \) closest to zero. By increasing \( \varepsilon_r \), we then choose \( \delta k_i \) such that it is a continuous function in \( \varepsilon_r \). In Fig. 3.2, we show the wave vectors \( k_i \) for a membrane placed in the middle of the cavity \( z_0 = L/2 \). For small \( \varepsilon_r \), all odd modes (dotted curves) are more perturbed than the even ones (solid curves). This follows from the fact that the odd modes have a peak at the dielectric position, while the even a node. By increasing \( \varepsilon_r \), we

\(^1\) Another way to understand this, is to look at Eq. (3.26). The system energy is reduced by the dielectric and the optical frequencies are thus required to decrease.
prolong the optical path in the dielectric, till half of the wavelength $\lambda$ fits inside. In that region, we get the opposite behaviour, with the odd modes more perturbed than the even ones. In the following, we assume that we are in the limit

$$\frac{2d_p}{\lambda} \sqrt{1 + \epsilon_r} \ll 1,$$

which is generally desirable for strong optomechanical coupling, and therefore favours the phonon QND detection\(^2\). As we discuss in section 3.3, the frequency difference between optical modes is deeply involved in the heating of the mechanical system. In Fig. 3.2, it is clearly visible that the distance between consecutive modes changes with the dielectric polarizability $\epsilon_r$. The minimum relative difference, achieved for strong dielectric, can be estimated to be $\sim \frac{\pi^2 d_p}{8 \tilde{\lambda}_i}$, where $\tilde{\lambda}_i = \frac{2\pi}{\tilde{k}_i}$ is the unperturbed wavelength of the $i$-th mode (see section 3.1.3).

Once the wave vectors $k_i$ are found, the only missing parameter is the normalization constant $A$ in Eqs. (3.8). From quantum mechanics, the energy of the electromagnetic field is $\hbar \omega_i (N_p + 1/2)$, where $\omega_i = k_i c$ and $N_p$ is the number of photons in the field. On the other side, the energy can be calculated by integrating the squared electric and magnetic fields in the cavity. To compare these two quantities, we quantize

$$D_x(z, t) = D(z) \left[ \hat{a}(t) + \hat{a}^\dagger(t) \right],$$

$$H_y(z, t) = iH(z) \left[ \hat{a}^\dagger(t) - \hat{a}(t) \right],$$

where we followed the procedure outlined in Ref. [96]. The spatial envelope of the magnetic field is found with $B(z) = i\partial_z E(z)/\omega$, and we introduced the creation and annihilation operators $\hat{a}^\dagger$ and $\hat{a}$ (formally defined below). Since the average of $\hat{a}^\dagger \hat{a}$

\(^2\)Mostly due to the fact that thin membranes have larger zero point motion amplitudes.
gives the photons in the field, the constant \( A \) can be found by:

\[
\frac{1}{2} \left[ \int_0^L dz \left[ \epsilon_0 + \epsilon_r(z) \right] |E(z)|^2 + \int_0^L dz \frac{1}{\hbar_0} |B(z)|^2 \right] = \frac{\hbar \omega}{2} . \tag{3.12}
\]

With the wave vectors and the normalization constant determined by Eq. (3.9) and Eq. (3.12) respectively, Eqs. (3.8) can be used to find the electric field for any value of the polarizability \( \epsilon_r \). In Fig. 3.3, the odd and the next even modes of the electric field are plotted nearby the dielectric in the limit \( \epsilon_r d_p k \gg 2 \). As it is possible to see, only the odd mode is strongly modified by the dielectric.

### 3.1.2 The weak dielectric limit

In the limit \( \epsilon_r d_p k \ll 2 \), the dielectric gently perturbs the electromagnetic radiation, and analytical expressions for the fields can be derived. In the following, we introduce the unperturbed expressions for the fields and study the case of a delta-like dielectric [97, 98]. Finally, we compare these approaches with the exact solutions found above in section 3.1.1.

By solving the Helmholtz equation (3.4) without dielectric, it is possible to see that the fields in an empty cavity assume the form:

\[
\hat{E}_x(z, t) = \sum_i \sqrt{\frac{\hbar \omega_i}{\epsilon_0 L}} \sin (\tilde{k}_i z) \left[ \hat{a}_i(t) + \hat{a}_i^\dagger(t) \right] , \tag{3.13a}
\]

\[
\hat{B}_y(z, t) = \frac{i}{\tilde{c}} \sum_i \sqrt{\frac{\hbar \omega_i}{\epsilon_0 L}} \cos (\tilde{k}_i z) \left[ \hat{a}_i^\dagger(t) - \hat{a}_i(t) \right] , \tag{3.13b}
\]
where $\tilde{\omega}_i = \epsilon k_i$. The spatial envelopes $E^{(i)}(z)$ of the $i$-th mode of the unperturbed electric field is the well known:

$$E^{(i)}(z) = \sqrt{\frac{\hbar \tilde{\omega}_i}{\epsilon_0 L}} \sin (\tilde{k}_i z).$$

(3.14)

We refer to Eq. (3.14) as the unperturbed electric field.

Let us consider a delta-like dielectric at any position $z_0$ in the cavity. Following Refs. [97, 98], we substitute the step-like dielectric $\epsilon_r(z)$ in Eq. (3.4) with the expression $\epsilon_r d_p \delta(z - z_0)$. The spatial envelope of the electric field becomes

$$E(z) = A \sin (kz) \quad 0 \leq z < z_0,$$

(3.15a)

$$E(z) = A \frac{\sin (k L)}{\sin [k(L - z_0)]} \sin [k(L - z)] \quad z_0 \leq z < L,$$

(3.15b)

with the discrete wave vectors $k$ determined by:

$$d_p k \epsilon_r \left[ \cos (kL) - \cos [k(L - 2z_0)] \right] = 2 \sin (kL).$$

(3.16)

Like above, we find the deviation $\delta k_i$ from the unperturbed value $\tilde{k}_i$ of the wave vectors:

$$\delta k_i \simeq -k_i \frac{d_p \epsilon_r \sin^2 (\tilde{k}_i z_0)}{L},$$

(3.17)

that is valid in the limit $\epsilon_r d_p k \ll 2$. With Eq. (3.12), it is possible to determine the normalization constant $A$ in Eqs. (3.15) [98]:

$$|A|^2 \simeq \frac{\hbar \omega}{\epsilon_0} \left[ z_0 + \left( \frac{\sin (k_i z_0)}{\sin [k_i (L - z_0)]} \right)^2 (L - z_0) \right]^{-1}. $$

(3.18)

In Fig. 3.4, we compare the spatial envelopes $E(z)$ of the electric fields found with the three presented methods. In light blue, we show the unperturbed solution of Eq. (3.14); in blue the delta-like of Eqs. (3.15), and in dark blue the full numerical of Eqs. (3.8). The plots are in a neighbourhood of the membrane, and for different values of $\epsilon_r d_p k$. The figure confirms that in the weak dielectric limit $\epsilon_r d_p k \ll 2$ the unperturbed and the delta-like solutions describe the system well. With $\epsilon_r d_p k$ approaching unity, however, the unperturbed solution is clearly off, and the delta-like starts deviating from the exact one.

### 3.1.3 The strong dielectric limit

Deriving analytical results in the opposite limit $\epsilon_r d_p k \gg 2$ is challenging. The dielectric is no longer a small perturbation, and the fields are radically modified by its presence. Moreover, the additional requirement of having a small increase in the optical path $2d_p \sqrt{\epsilon_r + 1} \ll \lambda$ makes asymptotic expansions hard to derive. However, by carefully eliminating negligible contributions, we will find simple expressions for the relevant quantities in the most interesting case of the membrane–in–the–middle setup $z_0 = L/2$.

Since we are interested in the optomechanical couplings, we want to know the amplitude and shape of the electric field inside the dielectric. The wave vectors $k_i$ and the field in the middle of the membrane $E^{(i)}(z_0)$ suffice to this goal. By imposing
3.1. The electric field

![Graphs showing spatial envelopes of the electric fields for different values of $\epsilon_r d_p k$.](image)

FIGURE 3.4: Spatial envelopes of the electric fields for different values of $\epsilon_r d_p k$. The three lines represent the unperturbed (light blue), the delta-like (blue), and the exact (dark blue) solutions. The green shadowed area indicates the dielectric spatial extension. We chose an odd mode with wavelength around $\lambda = 400$ nm, a cavity of length $L = 6.7$ cm, and a membrane thickness of $d_p = 50$ nm.

the above mentioned constraints into Eq. (3.9), we find:

$$\delta k_i = \frac{4}{(i - 1)\pi d_p \epsilon_r} - \frac{\pi}{L} \quad \forall \text{ odd } i > 1, \quad (3.19a)$$

$$\delta k_i = 0 \quad \forall \text{ even } i \geq 2. \quad (3.19b)$$

With these results and Eqs. (3.8), equations for the electric fields $E^{(i)}(z)$ can be derived. By determining the normalization constant, the amplitude $E^{(i)}(z_0)$ is approximated by:

$$E^{(i)}(z_0) = 2 \sqrt{\frac{\hbar c}{\epsilon_0 d_p^2 \epsilon_r \pi (i - 1)}} \quad \forall \text{ odd } i > 1, \quad (3.20a)$$

$$E^{(i)}(z_0) = 0 \quad \forall \text{ even } i \geq 2. \quad (3.20b)$$

The electric modes in the membrane can thus be approximated with their first non-zero contributions in the expansion:

$$E^{(i)}(z) = E^{(i)}(z_0) \left( 1 - \frac{[k_i \sqrt{1 + \epsilon_r(z - z_0)}]^2}{2} \right) \quad \forall \text{ odd } i > 1, \quad (3.21a)$$

$$E^{(i)}(z) = (-1)^{i} k_i (z - z_0) \quad \forall \text{ even } i \geq 2. \quad (3.21b)$$
These equations will be later used to determine the relevant optomechanical couplings. In Fig. 3.5, we compare the exact solution with the approximate ones derived for the weak and strong dielectric limits. In the two plots, the wave vectors and the field amplitudes are presented in a range of $\epsilon_r$ that spans both the regimes. As it is possible to see, the exact solution is well described by Eqs. (3.17) and (3.18) for $\epsilon_r d_p k \ll 2$, and Eqs. (3.19) and (3.21) for $\epsilon_r d_p k \gg 2$. When the optical path inside the dielectric starts to become comparable with the wavelength (the green, shadowed areas in the figure), the exact solution begins to deviate from the analytical one.

![Figure 3.5: Electric field amplitude $E(z_0)$ and correction to the wave vector $\delta k$ for an odd mode, as a function of $\epsilon_r$. Plain lines are derived by numerically solving Maxwell equations. Dotted lines represent the analytical expressions for weak (blue) and strong (dark red) dielectric. The green shadowed areas correspond to $d_p \sqrt{1+\epsilon_r} \geq \lambda/4$. For both plots, $\lambda = 4 \mu m$, $L = 60 \mu m$, and $d_p = 50$ nm.]

### 3.2 Optomechanical couplings

Here, we derive the Hamiltonian describing the optical and mechanical systems, and the optomechanical interactions. There are several ways to do that, depending whether we consider the unperturbed, the delta-like, or the exact solutions for the optical modes. In any case, we start from the energy of the optical field

$$H_o = \frac{1}{2} \left[ \frac{1}{\epsilon_0} \int_0^L dz \frac{D_p^2(z, t)}{1 + \epsilon_r(z)} + \mu_0 \int_0^L dz H_p(z, t) \right], \quad (3.22)$$

where the electric and magnetic fields are sums of discrete modes. The choice of using the $D$ and $H$ fields instead of $E$ and $B$ follows from Ref. [96], where it is shown that they are the conjugate momenta of the optical field. Other choices for
H_o would result in ill-defined couplings. As seen above, the dielectric hybridizes the optical modes, changing the orthonormal eigenstates of the optical system (see Figs. 3.3 and 3.4). If we describe the electric D field in terms of the exact solutions, this Hamiltonian is diagonal. Otherwise, it carries an interaction term that couples different optical modes. To clarify this, we quantize and rewrite Eq. (3.22):

\[ \hat{H}_o = \sum_i \frac{\Phi_i^2}{2} + \frac{\omega_r^2}{2} \Phi_i^2 + \sum_{i,j} g_{0}[i,j]\frac{\sqrt{\alpha_i\alpha_j}}{2} \hat{Q}_i \hat{Q}_j, \]  

(3.23)

where the blue term is absent for the exact solutions, and \( g_{0}[i,j] \) is determined later. The operators \( \hat{Q}_i \) and \( \Phi_i \) are the position and momentum of the field, as derived in Ref. [96]. The subscript ‘i’ refers to the i-th mode of the fields \( \hat{D}_x(z,t) \) and \( \hat{H}_y(z,t) \). As it is required for canonical operators, \( \hat{Q}_i \) and \( \Phi_i \) satisfy standard commutation relations \( [\hat{Q}_i, \Phi_j] = i\hbar \delta_{ij} \). It is possible to rewrite the optical Hamiltonian of Eq. (3.23) in terms of \( \hat{a}_i \) and \( \hat{a}_i^\dagger \):

\[ \hat{H}_o = \sum_i \hbar \omega_i \hat{a}_i^\dagger \hat{a}_i + \hbar \sum_{i,j} g_{0}[i,j] (\hat{a}_i + \hat{a}_i^\dagger) (\hat{a}_j + \hat{a}_j^\dagger), \]  

(3.24)

where, again, the blue term is absent for the exact solutions of the electric field. The creation and annihilation operators can now be formally defined in terms of the quadratures:

\[ \hat{a}_i = \frac{1}{\sqrt{2}} \left[ \sqrt{\frac{\omega_i}{\hbar}} \hat{Q}_i - i \sqrt{\frac{1}{\hbar \omega_i}} \Phi_i \right], \]  

(3.25a)

\[ \hat{a}_i^\dagger = \frac{1}{\sqrt{2}} \left[ \sqrt{\frac{\omega_i}{\hbar}} \hat{Q}_i + i \sqrt{\frac{1}{\hbar \omega_i}} \Phi_i \right], \]  

(3.25b)

and satisfy the commutation relations \( [\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij} \). To find the optomechanical couplings, it is convenient to quantize and rewrite Eq. (3.22) by isolating the dielectric contribution. Adding and subtracting the integral \( \int_0^L dz D^2(z,t)/2\varepsilon_0 \), we get:

\[ \hat{H}_o = \frac{1}{2\varepsilon_0} \sum_{i,j} \int_0^L \int_0^L dz D^{(i)}(z)D^{(j)}(z) \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) \]

\[ - \frac{1}{2\varepsilon_0} \sum_{i,j} \int_0^L \int_0^L dz \frac{\varepsilon_x(z_0)}{\varepsilon_r(z_0)} \left[ D^{(i)}(z)D^{(j)}(z) \right] \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) \]

\[ - \frac{\mu_0}{2} \sum_{i,j} \int_0^L \int_0^L dz H^{(i)}(z)H^{(j)}(z) \left( \hat{a}_i - \hat{a}_i^\dagger \right) \left( \hat{a}_j - \hat{a}_j^\dagger \right), \]  

(3.26)

where \( D^{(i)}(z) \) and \( H^{(i)}(z) \) represent the spatial envelopes of the i-th mode of the electric and magnetic fields, respectively. In Eq.(3.26), we stress that the polarizability \( \varepsilon_x \) is a function of both the dielectric position \( z_0 \) and the \( z \) coordinate. By plugging

\[3\text{At the present time, there is a lack of formality in the optical quantization. This will be clear later on, when we discuss about Eq. (3.30). Despite, for our purposes, this is not a problem, current research is focused in solving this issue.}
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in the spatial envelopes of the modes found in section 3.1, from Eq. (3.26) we can re-derive Eq. (3.23). The utility of Eq. (3.26), is that the membrane’s position $z_0$ is now isolated to only one term, $\epsilon_r(z; z_0)$. This will be useful later, for finding the optomechanical couplings $g_n[i, j]$.

To work in a well defined environment, we introduce the mechanical Hamiltonian $\hat{H}_m$. By considering only one mode at frequency $\omega_m$, we have that

$$\hat{H}_m = \hbar \omega_m \hat{b}^\dagger \hat{b},$$

(3.27)

where $\hat{b}^\dagger$ and $\hat{b}$ are the creation and annihilation operators of a phonon, respectively. The quantized position $\hat{z}_0$ and momentum $\hat{p}_0$ of the oscillator are found from $\hat{b}^\dagger$ and $\hat{b}$ with the relations

$$\hat{z}_0 = \sqrt{\frac{\hbar}{2m\omega_m}} (\hat{b} + \hat{b}^\dagger),$$

(3.28a)

$$\hat{p}_0 = i\sqrt{\frac{\hbar m\omega_m}{2}} (\hat{b}^\dagger - \hat{b}),$$

(3.28b)

and satisfy standard commutation relations $[\hat{z}_0, \hat{p}_0] = i\hbar$. With Eq. (3.26), it is in principle possible to derive any optomechanical coupling by computing the derivatives $\xi^{(n)}_{i, j}$:

$$\xi^{(n)}_{i, j} = [\partial_z^n \hat{H}_o]_{i, j},$$

(3.29)

where the subscript $i, j$ indicate the contributions from the respective field components. From the definition of $\hat{H}_o$ in Eq. (3.26), we conclude that the only contribution to $\xi^{(n)}_{i, j}$ is given by the term in the middle, such that:

$$\xi^{(n)}_{i, j} = -\frac{1}{2\epsilon_0} P^n(z) \int_0^L dz \frac{\epsilon(z; z_0)}{\epsilon_r(z; z_0)} + 1 D^{(i)}(z) D^{(j)}(z).$$

(3.30)

The quantity $\xi^{(n)}_{i, j}$ is easy to compute in the weak dielectric limit $\epsilon_r d_p k \ll 2$, where we can approximate the electric field with its unperturbed expressions of Eq. (3.14). In the opposite regime, Eq. (3.30) is well defined for $n = 1$, but diverges otherwise. As such, it cannot be used for determining the quadratic and higher order couplings, and other methods have to be sought (see sections 3.2.3 and 3.2.4). The $n$-th coupling $g_n[i, j]$ between the mechanical system and the optical modes $i$ and $j$ is then (when is well defined)

$$g_n[i, j] = \frac{x_z}{\hbar} \xi^{(n)}_{i, j},$$

(3.31)

where $x_z = \sqrt{\hbar/2m\omega_m}$ is the zero point motion of the membrane.

The value for $\xi^{(n)}_{i, j}$, and thus $g_n[i, j]$, varies depending on the basis used for their derivation: the unperturbed, the delta-like or the exact solutions for the optical modes. We can thus confirm that the off-diagonal terms in Eqs. (3.23) and (3.26) disappear, once we consider the exact spatial envelopes of the field. The interaction Hamiltonian $\hat{H}_{int}$ between the optical and the mechanical systems can finally be

4To be precise, both the spatial envelopes and the creation (annihilation) operators of the optical fields depend on $z_0$. In this work, we assume that the dielectric motion slightly perturbs the electric field, and is ‘slow’ if compared to the optical dynamics. With ‘slow’, we mean that we ignore velocity effects on the polarizability. Under these assumptions, Eq. (3.26) is a good approximation of our system.
written as:

\[ \hat{H}_{\text{int}} = \hbar \sum_{n \geq 1} \sum_{i,j} \frac{g_{n,i,j}}{n!} \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) \left( \hat{b} + \hat{b}^\dagger \right)^n. \]  

(3.32)

Notice that \( \hat{H}_{\text{int}} \) is usually expressed with the rotating wave approximation (RWA) \( (\hat{a}_i + \hat{a}_i^\dagger)(\hat{a}_j + \hat{a}_j^\dagger) \simeq \hat{a}_i \hat{a}_j^\dagger + \hat{a}_j \hat{a}_i^\dagger \). In our case, this is not always justified, since we consider interactions between optical modes that are far off detuned from each other. However, as motivated in the following, the relevant contributions to the system’s dynamics are the ones near resonance with the driven optical mode. Therefore, to simplify the following derivations, we assume the RWA.

Next, we derive analytical expressions for the linear and quadratic optomechanical couplings. These expressions describe the two fundamentally different regimes of weak and strong dielectric. We stress, however, that the exact couplings of any order can be derived from Eqs. (3.30) and (3.31), whenever the integral in Eq. (3.30) is convergent\(^5\). Moreover, in section 3.2.4 we describe a procedure allowing us to calculate them numerically for any \( \epsilon_r \). Unfortunately, though, the required computational resources scale badly with the order of the coupling.

### 3.2.1 Linear and quadratic couplings in the weak dielectric limit

In section 3.1.2, we showed that the delta-like and the unperturbed solutions accurately describe the system for \( \epsilon_r d_p k \ll 2 \). With the latter one, it is possible to derive all contributions to any order in \( z_0 \) of the optomechanical coupling. By setting \( D^{(i)}(z) = \epsilon_0 E^{(i)}(z) \), Eq. (3.30) can be expressed by

\[ g_n[i,j] = \frac{\epsilon_r}{\epsilon_r + 1} \frac{\epsilon_0 x^2}{2 L} \int_{z_0}^{z_0 + \frac{d_p}{2}} dz \sin \left( k_i z_0 \right) \sin \left( k_j z_0 \right). \]  

(3.34)

where \( \omega_i = c k_i \). The zeroth order couplings \( (n = 0) \) describe the interactions between different optical modes, and give the form of the off diagonal terms in Eqs. (3.23) and (3.24):

\[ g_0[i,j] = -\frac{\epsilon_r}{\epsilon_r + 1} \frac{\sqrt{\omega_i \omega_j}}{2 L} \int_{z_0 - \frac{d_p}{2}}^{z_0 + \frac{d_p}{2}} dz \sin (k_i z) \sin (k_j z). \]  

(3.35)

An approximation for all couplings can be derived in the limit \( d_p \ll \lambda \):

\[ g_n[i,j] \simeq -\frac{\epsilon_r}{\epsilon_r + 1} \frac{x^2 d_p \sqrt{\omega_i \omega_j}}{2 L} \sin (k_i z_0) \sin (k_j z_0). \]  

(3.36)

\(^5\)This is always ensured whenever \( \epsilon_r d_p k \ll 2 \).
From Eq. (3.35), it follows that for $\epsilon_r d_p k \ll 2$ the first order corrections to the unperturbed modes resemble the delta-like solutions in Eq. (3.15). Furthermore, as detailed in section 3.2.4, the unperturbed approach can be used for confirming the exact solutions. This constitutes an additional check, particularly for the couplings.

Using Eq. (3.36), we give the explicit form of $g_1[i,j]$ and $g_2[i,j]$, that represent central quantities in our analysis:

$$g_1[i,j] \simeq -\frac{x_2 \epsilon_r d_p}{c^2} \sqrt{\tilde{\omega}_i \tilde{\omega}_j} \left[ \tilde{\omega}_i \sin(\tilde{k}_j z_0) \cos(\tilde{k}_i z_0) + \tilde{\omega}_j \sin(\tilde{k}_i z_0) \cos(\tilde{k}_j z_0) \right],$$

(3.37a)

$$g_2[i,j] \simeq -\frac{x_2^2 \epsilon_r d_p}{c^2} \frac{\sqrt{\tilde{\omega}_i \tilde{\omega}_j}}{4L} \left[ 2\tilde{\omega}_i \tilde{\omega}_j \cos(\tilde{k}_j z_0) \cos(\tilde{k}_i z_0) \right. 
- \left( \tilde{\omega}_i^2 + \tilde{\omega}_j^2 \right) \sin(\tilde{k}_j z_0) \cos(\tilde{k}_i z_0) \right].$$

(3.37b)

Importantly, for $i = j$ Eqs. (3.37) can be derived from Eq. (3.17), confirming that the unperturbed and delta-like solutions give the same first order corrections due to the mechanical motion.

Let us state two relevant properties of $g_1[i,j]$ and $g_2[i,j]$, when the membrane is placed in the middle of the cavity $z_0 = L/2$. First, no mode is linearly coupled with the mechanical motion: $g_1[i,i] = 0$ for any $i$. The linear couplings always describe three body interaction between the mechanical motion and two optical modes: one even, one odd. These terms are the membrane’s heating source and the main limitation to the phonon QND measurement. In Ref. [78], it is shown that the strong coupling regime is required to have a phonon QND measurement, in the particular case in which the quadratic coupling is negligible. As we proved for an electromechanical setup in chapter 2, the situation is different with an intrinsic $g_2$ coupling, and more general conditions for the QND measurement can be obtained [see Eqs. (2.5)].

In the following, we extend the electromechanical result to the case of multimode optomechanics. A second comment on Eqs. (3.37) regards the couplings’ magnitude. While the $g_1[i,j]$ are linear in the zero point motion fluctuations, the $g_2[i,j]$ are quadratic in that parameter. Due to the smallness of the Planck constant, this implies $g_2[i,j] \ll g_1[i,j]$. This allows us to neglect the quadratic couplings, except for the ones of modes directly driven by strong classical fields. Similarly to what we have seen in section 2.2.1, these terms have a resonant contribution, and thus cannot be neglected.

### 3.2.2 Linear and quadratic couplings in the strong dielectric limit

In section 3.1.3, we found simple expressions for the electric field in the strong dielectric limit, and the membrane in the middle of the cavity $z_0 = L/2$. Using Eqs. (3.21), the linear optomechanical couplings can be found from Eq. (3.31). We start by rewriting Eq. (3.30) with the derivative inside the integral. For $n = 1$, the result is convergent and we get:

$$\xi^{(1)}_{ij} = -\frac{1}{2\epsilon_0} \int_0^L dz \frac{\partial_z \epsilon_r(z; z_0)}{[\epsilon_r(z; z_0) + 1]^2} D^{(i)}(z) D^{(j)}(z).$$

(3.38)
We rewrite the polarizability in terms of Heaviside theta functions $\theta$:

$$\epsilon_r(z, z_0) = \tilde{\epsilon}_r \theta \left( z - z_0 + \frac{d_p}{2} \right) \theta \left( -z + z_0 + \frac{d_p}{2} \right),$$

(3.39)

so that Eq. (3.38) becomes:

$$\xi_{i, j, 1} = \frac{\tilde{\epsilon}_r}{2 \epsilon_0} \int_0^L dz D(i)(z) D(j)(z) \left[ \delta \left( z - z_0 + \frac{d_p}{2} \right) - \delta \left( -z + z_0 + \frac{d_p}{2} \right) \right].$$

(3.40)

Since the $D$ field is not continuous in the coordinates identified by the two Dirac deltas, we switch to the electric field $E(z) = \epsilon^{-1} D(z)$ to rewrite Eq. (3.40):

$$\xi_{i, j, 1} = \frac{\tilde{\epsilon}_r}{2 \epsilon_0} \left[ E^{(i)} \left( z_0 - \frac{d_p}{2} \right) E^{(j)} \left( z_0 + \frac{d_p}{2} \right) - E^{(i)} \left( z_0 - \frac{d_p}{2} \right) E^{(j)} \left( z_0 + \frac{d_p}{2} \right) \right].$$

(3.41)

By plugging Eqs. (3.21) and (3.19) into Eq. (3.41), we finally find:

$$\xi_1[j_e, j_o] = \frac{x_r \pi \epsilon_{1e}^{3/2}}{\sqrt{(j_o - 1)}},$$

(3.42)

where subscripts ‘e’ and ‘o’ indicate even and odd indices, respectively. Due to symmetry, in the limit $2d_p \sqrt{1 + \epsilon_r} \ll \lambda$ the linear coupling is always between an odd and an even optical modes. Importantly, this result is in agreement with the literature, Refs. [78, 45], where the optomechanical system of Fig. 3.1 was modelled by two distinct cavities. Justified by the assumption of strong dielectric, these works identify the linear coupling between the mechanics, the even, and the next odd optical modes with $g_1 = (-1)^{i_e} x_e \omega_e / L$. Here, $\omega_e$ is the frequency of the even mode $i_e$. The same result is found with our method, Eq. (3.42), by setting $j_o = j_e + 1$. Thus, our work generalizes the results of Refs. [78, 45], in the sense that we take into account all optical modes, and extend the predictions to any dielectric polarizability. In Fig. 3.6, we compare the values of the linear coupling obtained numerically and analytically. The solid line is derived by exactly solving Maxwell equation, and using Eq. (3.41) to evaluate $g_1[i, j]$. As it is possible to see, the numerical solution confirms both the predictions for weak [Eq. (3.37a)] and strong [Eq. (3.42)] dielectrics.

It is worth mentioning that Eq. (3.41) agrees with Ref. [99], where corrections to the optical fields due to the motion of an arbitrary dielectric are derived. In particular, Eq. (3.41) resembles the contribution of the component of the $E$ field that is parallel to the dielectric. The other contribution involves the perpendicular component of the $D$ field, as it is the one that is continuous at the interface. The connection between the results of Ref. [99] and the optomechanical couplings, is not straightforward. In fact, to derive $g_1[i, j]$, the optical field needs to be quantized. The generalized Coulomb gauge that we chose according to Ref. [96], generally depends on the dielectric shape and position. In the 1D system of Fig. 3.1, this is not the case, as there is no perpendicular component of the electric field. However, in a general 3D setup, it is necessary to include the contribution of the chosen gauge to the optomechanical couplings.

As said above, simple analytical expressions describing the quadratic couplings $g_2[i, j]$ are not available in the strong dielectric regime. Therefore, we pursue a different strategy. As we have seen in section 2.2.2, the total quadratic coupling has in general two contribution: one intrinsic and one induced. The latter comes from the linear three body optomechanical interactions and, as such, can be characterized...
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**Figure 3.6:** Linear coupling $g_1$ as a function of the dielectric polarizability $\epsilon_r$. The solid line is derived by numerically solving the Maxwell equations. Dashed lines represent the analytical limits for weak [blue, Eq. (3.37a)] and strong [dark red, Eq. (3.42)] dielectric limits. The green shadowed region is identified by $d_p \sqrt{1 + \epsilon_r} \geq \lambda/4$.

We assumed $\lambda = 4 \, \mu m$, $L = 60 \, \mu m$, and $d_p = 50 \, nm$. The coupling is between the even and the next optical modes.

For our current system. We first compute the quadratic induced coupling, both in the weak and in the strong dielectric limits. Then, we prove that for $\epsilon_r d_p k \gg 2$, the induced coupling dominates and, as such, is sufficient for characterizing the system.

### 3.2.3 Intrinsic and induced optomechanical quadratic coupling

For the phonon QND measurement in an electromechanical system, we found two contributions to the non-linear interaction between the read-out mode and the phonon number. First, there is the intrinsic quadratic coupling, Eq. (2.41). Second, the induced one, allowed by the unwanted electrical mode that is detuned from the cavity resonance. The same happens in the cavity, once two (or more) optical modes are considered. Actually, this induced quadratic coupling is the main one considered in Refs. [45, 78], and in the literature so far, with few exceptions [80, 48]. This work reports the first theory where both the coupling contributions are taken into account simultaneously, to find a complete criterion for the phonon QND measurement.

We start by considering two optical modes linearly coupled to the mechanical motion. We derive the resulting induced quadratic coupling and compare it with the intrinsic one found numerically. Finally, we extend this result to an infinite number of optical modes.

Assume first that our cavity can be described by two optical modes: a driven, even one, and the next odd. Their equations of motion, including the first order
mechanical interaction, are given by

\[ \partial_t \hat{Q}_e(t) = \Phi_e(t), \]  
\[ \partial_t \hat{Q}_o(t) = \Phi_o(t), \]  
\[ \partial_t \hat{Q}_a(t) = \Phi_a(t), \]  
\[ \partial_t \hat{Q}_o(t) = -\omega_e^2 \hat{Q}_e(t) - \gamma_e \Phi_e(t) - 2g_1 \sqrt{\omega_e \omega_o} \hat{Q}_o(t) \left[ \hat{b}(t) + \hat{b}^\dagger(t) \right] + \hat{S}_e(t), \]  
where subscripts “e” and “o” indicate even and odd, respectively. The operators \( \hat{S}_e \) and \( \hat{S}_o \) generally consist of driving fields and quantum noises. By switching to the Fourier domain and setting \( \hat{b}(t) = b e^{-i\omega_m t} \), we rewrite Eqs. (3.43) in the more compact form\(^6\):

\[ -i \Omega_k \hat{Q}_e [\Omega_k] = \Phi_e [\Omega_k], \]  
\[ -i \Omega_k \hat{Q}_o [\Omega_k] = -\omega_e^2 \hat{Q}_e [\Omega_k] \left( 1 + \frac{G_2}{\omega_e} \hat{n}_b \right) - \gamma_e \Phi_e [\Omega_k] + \hat{S}_e [\Omega_k], \]  
with the Fourier frequency indicated by \( \Omega_k \), and the effect of the odd mode included in the shift \( G_2 \). To get this result, we neglected off-resonant terms, the optomechanically induced decay, and the contribution from the mechanical vacuum fluctuations\(^7\). The parameter \( G_2 \), in capital to distinguish it from the intrinsic quadratic coupling \( g_2 \), describes the phonon dependent frequency shift that arises from the three body interaction proportional to the linear coupling in Eq. (3.32). Its general form is

\[ G_2 = -\Re \left\{ \frac{4g_1^2 \omega_o}{\omega_o^2 + (\omega_m - \Omega_k)(i\gamma_o + \Omega_k - \omega_m)} \right. \]  
\[ \left. + \frac{4g_1^2 \omega_o}{\omega_o^2 - (\omega_m + \Omega_k)(-i\gamma_o + \Omega_k + \omega_m)} \right\}, \]  
(3.45)

where \( \Re \) indicates the real part. This equation includes the dynamic contribution from the mechanical motion and optical dissipation. Generally, it is possible to simplify Eq. (3.45) by driving the system on resonance \( \Omega_k = \omega_e \), and assuming the resolved sideband regime \( \omega_m \gg \gamma_o \):

\[ G_2 \simeq -\frac{4g_1^2 \Delta \omega}{\Delta \omega^2 - \omega_m^2}. \]  
(3.46)

Here, \( \Delta \omega = \omega_o - \omega_e \) is the frequency difference between the two optical modes. Additionally, we can assume that the change in the optical mode is adiabatic in the motion of the dielectric, \( \Delta \omega \gg \omega_m \), to finally write:

\[ G_2 \simeq -\frac{4g_1^2 \Delta \omega}{\Delta \omega}. \]  
(3.47)

\(^6\)Notice that \( \omega_m \) in the exponent of \( \hat{b}(t) \) should be modified to take into account the frequency shift from the optical feedback.

\(^7\)When we plug the solutions of Eqs. (3.43c) and (3.43d) into Eq. (3.43b), there are additional frequency shift and decay that are independent on the mechanical state. Generally, these are small compared to the intrinsic optical ones, and can be neglected. Otherwise, they can be taken into account by redefining \( \omega_e \) and \( \gamma_e \).
While $G_2$ cannot diverge by setting $\Delta \omega \to 0$ [see Eq. (3.46)], its value changes substantially by going from the weak to the strong dielectric limit. This can be understood by looking at Figs. 3.2, 3.5 and 3.6, from which it is clear that by incrementing $\epsilon_r$ we reduce $\Delta \omega$ and increase $g_1$ (up to a constant).

With the tools developed in sections 3.1.2 and 3.1.3, we can quantify the parameter $G_2$ both in the weak and strong dielectric limit. Recalling that we are basing our analysis on a strongly driven even mode and the next odd one, $G_2$ becomes, in the two considered regimes ($z_0 = L/2$):

$$G_2 = \frac{c d_p x_2^2 \xi \tilde{k}_e}{\pi L} \epsilon_r^2$$  \hspace{1cm} \text{for } \epsilon_r d_p k \ll 2, \quad (3.48a)$$

$$G_2 = \frac{c d_p x_2^2 \xi \tilde{k}_o}{L} \epsilon_r^2$$  \hspace{1cm} \text{for } \epsilon_r d_p k \gg 2. \quad (3.48b)$$

Above, we defined $\tilde{k}_e$ and $\tilde{k}_o$ to be the unperturbed wave vectors of the even and odd optical modes, respectively. In Fig. 3.7, the induced quadratic coupling is plotted as a function of the polarizability $\epsilon_r$. The dashed lines are Eqs. (3.48), while the solid one is derived by computing the linear coupling $g_1$ and the frequency difference $\Delta \omega$ with the exact method outlined above. We stress that Fig. 3.7 is derived considering only two optical modes. As motivated below, this is an excellent approximation in the strong dielectric regime, but a poor one in the opposite limit. As a consequence of that, the two dashed lines do not cross at $\epsilon_r = 2/[d_p k]$, as expected, but for a slightly higher value of $\epsilon_r$. In fact, the estimate of $G_2$ for the small coupling regime in Eq.(3.48a) is incomplete, as it misses all contributions from other frequencies.

Generalizing the previous results to infinite optical modes is trivial, considering that only odd modes are linearly coupled to a specific even one. Thus, in the same scenario with a strongly driven even optical mode, we find the total induced quadratic coupling $G_2$ by summing Eq. (3.45) over all different frequencies $\omega_{2j+1}$. 

---

**Figure 3.7:** Induced quadratic coupling $G_2$ as a function of the dielectric polarizability $\epsilon_r$. The solid lines is derived by numerically solving Maxwell equations, while the dashed lines are the analytical results for the strong [dark red, Eq. (3.48b)] and weak [blue, Eq. (3.48a)] dielectric limit, respectively. The green shadowed region is identified by $d_p \sqrt{T + \epsilon_r} \geq \lambda/4$. We chose $\lambda = 4 \mu m$, $L = 60 \mu m$, and $d_p = 50$ nm.
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However, this is in practice not required, as in the weak dielectric limit $g_2$ dominates [see Eqs. (3.48a) and (3.37b)]\(^8\), and in the opposite regime only a single odd mode contributes [see Eqs. (3.47) and (3.19a)]. The picture where only two optical modes are considered is thus sufficient to describe the induced quadratic coupling $G_2$.

In the remaining part of this section, we find the total quadratic coupling between any optical mode and the mechanical motion. Thereby, we confirm the results presented in Refs. [78, 45], according to which the induced quadratic coupling is preponderant in the strong dielectric limit. This can be done by numerically determining the modes frequencies $\omega_i$ as a function of the membrane position $z_0$, and from that extract $\frac{\partial^2}{\partial z_0^2} \omega_i(z_0) \propto g_2 + G_2$. In Fig. 3.8 (left), we can see that in the strong dielectric limit the two mode approximation is indeed excellent. In particular, the numeric confirms that the frequencies of the even (green) and odd (blue) modes follow the dispersion relations of the dressed states of a two level system:

$$\omega_e(z_0) = \frac{\omega_e + \omega_o}{2} - \sqrt{\frac{4g_1^2}{x_2^2} \left(z_0 - \frac{L}{2}\right)^2 + \frac{\Delta \omega^2}{4}}, \quad (3.49a)$$

$$\omega_o(z_0) = \frac{\omega_e + \omega_o}{2} + \sqrt{\frac{4g_1^2}{x_2^2} \left(z_0 - \frac{L}{2}\right)^2 + \frac{\Delta \omega^2}{4}}. \quad (3.49b)$$

In other words, in the strong dielectric limit the induced quadratic coupling $G_2$ is dominant, and the intrinsic one negligible. This is also confirmed by the two plots on the right of Fig. 3.8. In the upper one, we present the ratio between the total quadratic coupling $\frac{\partial^2}{\partial z_0^2} \omega_i(z_0)$ and the intrinsic quadratic coupling $G_2$. In the lower one, the solid line represents the total quadratic coupling, while the dashed lines the analytical results for the weak and strong dielectric limit, Eqs. (3.37b) and (3.48b) respectively.

3.2.4 Bogoliubov method

To conclude the setup characterization, and confirm our analytical predictions, we present another numerical approach. This method is based on the Bogoliubov transformations and is described in Ref. [100]. The idea is beautifully simple. We start with the cavity without the membrane, such that the optical field is described by the unperturbed relations of Eq. (3.14). Then, we imagine that a membrane suddenly appears into the cavity, perturbing the electric field inside. The optical system Hamiltonian becomes off diagonal, as in Eq. (3.24), with the off diagonal terms being given by Eq. (3.35). Without any approximation taken so far, we can diagonalize the Hamiltonian and recover the results obtained by directly solving Maxwell equations in section 3.1.1. This is indeed confirmed by Fig. 3.9 (left), where the frequencies of the different modes are presented, as a function of $\epsilon_r$. The predictions given by solving the Maxwell equations (dashed lines) agree with the Hamiltonian diagonalization (dots). Another confirmation is given in Fig. 3.9 (bottom right), where the electric field is plotted nearby the dielectric. Diagonalizing the Hamiltonian, we also access the unitary transformation that switches the basis from the unperturbed one to the exact one. This unitary transformation can be applied to the optomechanical interaction of Eq. (3.32) [with the $g_n[i,j]$ given in Eq. (3.34)], to find exact values.

\(^8\)In principle we need to show this, since in the weak dielectric limit there are several contributions to $G_2$. We do not formally prove $G_2 \ll g_2$ in this manuscript. However, we give a small hint: the procedure involves a converging sum, such as the one discussed in section 3.3.2. Numerical results confirm that $G_2 \ll g_2$ in the weak dielectric limit.
for the couplings in the exact basis. Again, since the couplings in Eq. (3.34) are exact, the values found with this method resemble the real ones. This is indeed confirmed by Fig. 3.9 (top right), where the linear couplings obtained by exactly solving the Maxwell equations are compared with the ones derived with the Bogoliubov method.

There are two main limitations in using the Bogoliubov transformations for diagonalizing the Hamiltonian in Eq. (3.24). First, for the optical regime in which we are mostly interested, the wave index is usually high, and the discontinuity introduced by a strong dielectric large. It follows that the number of modes required to have a satisfactory convergence becomes just too big. If, by writing better algorithms\(^9\), the convergence could be faster, the limit \(2d_p \sqrt{1 + \epsilon_r} \ll \lambda\) imposes a lower bound on the number of modes to be considered. This is why we took such a large ratio \(d_p/L\) in Fig. 3.9. The second, more practical, limitation, is the insufficient precision in the diagonalization procedure. We noticed that, by increasing the dimension of the system, the error increases. With this, we mean that the Bogoliubov transformation is not perfectly unitary, despite the method imposes that. While, in principle,

\(^9\)The writer of this manuscript is not a champion in algorithm optimization.
3.3 Mechanical heating rate

In the previous sections, we derived all relevant parameters for describing the system. In the following, we find the heating rate $\Delta n_b / T$. As seen for the electromechanical setup, there are two contributions to $\Delta n_b$: the multimode and the parasitic ones described, respectively in Eqs. (2.65) and (2.68). Here, for simplicity, we only consider the first one. The parasitic contribution can be found with the results in section 2.2.1.

In Fig. 3.10 we draw a scheme of the considered system. A multitude of optical modes $\hat{a}_i$ lives within the cavity, and is coupled with two reservoirs of modes $\hat{A}_{Li}$ and $\hat{A}_{Ri}$ through left and right mirrors, respectively. The in/out couplings $\gamma_{Li}[i,j]$ and $\gamma_{Ri}[i,j]$ are determined by fabrication, and are generally difficult to control. Since the two reservoirs are shared by all modes $\hat{a}_i$, we start by considering the optical subsystem only. Later on, we include the mechanics to find $\Delta n_b$. In this way, we include interferences between all possible paths through which the optical system can decay or be excited.

Figure 3.9: Comparison between the numerical results obtained by solving Maxwell equations (dashed lines), and the Bogoliubov diagonalization of the Hamiltonian (dots). In the left plot, the wave vectors are compared. In the right, upper plot, the linear couplings, and in the right, lower one the spatial envelope of the seventh mode of the electric field. For all figures, we chose $L = 0.5 \, \mu m$, and $d_p = 50 \, \text{nm}$.

this problem could be removed by increasing the precision of our computer, it still limits the maximum accuracy we can possibly get numerically.
The optical and reservoir Hamiltonians, $\hat{H}_o$ and $\hat{H}_r$, respectively, are given by:

$$\hat{H}_o = \hbar \sum_i \omega_i \hat{a}_i^\dagger \hat{a}_i,$$

$$\hat{H}_r = \hbar \sum_j \Omega_j \hat{A}_{L,j}^\dagger \hat{A}_{L,j} + \hbar \sum_j \Omega_j \hat{A}_{R,j}^\dagger \hat{A}_{R,j},$$

where we only consider the diagonal part of $\hat{H}_o$, without the last cross terms in Eq. (3.24). In other words, here, we consider the perturbed modes given by either solving Maxwell’s equation, or applying the Bogoliubov transformation. The interaction Hamiltonian $\hat{H}_{io}$ between the system and the reservoir can be written as

$$\hat{H}_{io} = \hbar \sum_{i,j} \gamma_{L}[i,j] \left( \hat{A}_{L,j}^\dagger \hat{a}_i + h.c. \right) + \hbar \sum_{i,j} \gamma_{R}[i,j] \left[ (-1)^i \hat{A}_{R,j}^\dagger \hat{a}_i + h.c. \right],$$

where $\gamma_{L}[i,j]$ ($\gamma_{R}[i,j]$) couples the $i$-th mode in the cavity with the $j$-th mode of the left (right) reservoir. The factor $(-1)^i$ comes from the envelope of the field $\hat{a}_i$ at the right mirror, and follows from symmetry considerations. The equations of motion for the Hamiltonian $\hat{H}_o + \hat{H}_r + \hat{H}_{io}$ are

$$\dot{\hat{a}}_i = -i \omega_i \hat{a}_i - i \sum_j \sqrt{\gamma_{L}[i,j]} \hat{A}_{L,j} + (-1)^i \sqrt{\gamma_{R}[i,j]} \hat{A}_{R,j},$$

$$\dot{\hat{A}}_{L,j} = -i \Omega_j \hat{A}_{L,j} - i \sum_i \sqrt{\gamma_{L}[i,j]} \hat{a}_i,$$

$$\dot{\hat{A}}_{R,j} = -i \Omega_j \hat{A}_{R,j} - i \sum_i (-1)^i \sqrt{\gamma_{R}[i,j]} \hat{a}_i.$$
where $\tau$ is an arbitrary time, generally longer that the cavity’s lifetime. Plugging Eqs. (3.53) into Eq. (3.52a) we rewrite the equation of motion for $\hat{a}_i$

$$
\dot{\hat{a}}_i = -i\omega_i \hat{a}_i - \frac{\gamma_L[i,i] + \gamma_R[i,i]}{2} \hat{a}_i - \sum_{j \neq i} \frac{\sqrt{\gamma_L[i,j] \gamma_R[j,j]}}{2} \hat{a}_j \\
- i \sum_j \left[ \sqrt{\gamma_L[i,j] A_{L,j}(-\tau)} e^{-i\Omega_j(t+\tau)} + (-1)^j \sqrt{\gamma_R[i,j] A_{R,j}(-\tau)} e^{-i\Omega_j(t+\tau)} \right],
$$

(3.54)

where we used Markov approximation and ignored the Lamb shift (that can be included in the frequencies $\omega_i$). As highlighted in this last equation, we neglect the additional couplings introduced by the interferences between the system modes. While this is generally a good approximation, since the detuning between different modes is big, in our case may not be. In fact, the leading contribution to $\Delta n_b$ comes from detuned optical modes, of which one (the even) is strongly driven, the other (the odd) is not. The additional couplings in Eq. (3.54) mix the modes, generally influencing the mechanical heating rate. By carefully looking at the terms in the sum, however, we notice that the couplings vanish between even and odd modes, whenever the mirrors are identical: $\gamma_L[i,i] = \gamma_R[i,i]$. This is crucial, since we require the membrane to be at a node (or an anti-node) of the relevant modes to suppress any linear coupling by symmetry. This condition is ensured at $z_0 = L/2$, if there is no mixing of even and odd terms. The residual (weak) coupling of modes of the same parity can then be included as a minor modification. On the other hand, if the mirrors do not have the same decay rates, the position of the membrane should be adjusted to ensure a vanishing linear coupling due to the admixture of even and odd modes (including the Lamb shift contribution). For simplicity, we ignore this small shift and restrict ourselves to the situation corresponding to equal decay rates $\gamma_L[i,i] = \gamma_R[i,i] = \gamma[i,i]/2$.

From Eq. (3.54), it is possible to understand how interferences between different decay paths suppress the mechanical heating. Since the operators $\hat{A}_{L,j}$ and $\hat{A}_{R,j}$ are shared between all modes $\hat{a}_i$, the mechanics can be excited through different optical paths, that can interfere destructively. We formally solve the differential equation (3.54), the solution of which will be used later to find the heating rate $\Delta n_b/T$:

$$
\hat{a}_i(t) = \hat{a}_i(-\tau) e^{-i(\omega_t + \frac{\Omega}{2})(t+\tau)} - i \sum_j \sqrt{\frac{\gamma[j,j]}{2}} \int_{-\tau}^{t} dt_1 \hat{A}_{L,j}(-\tau) e^{-i\Omega_j(t_1+\tau)} e^{-(\omega_t + \frac{\Omega}{2})(t_1-t)} \\
- i \sum_j (-1)^j \int_{-\tau}^{t} dt_1 \hat{A}_{R,j}(-\tau) e^{-i\Omega_j(t_1+\tau)} e^{-(\omega_t + \frac{\Omega}{2})(t_1-t)}.
$$

(3.55)

Here, we have defined the total decay for the $i-th$ mode $\gamma_i = 2\gamma[i,i]$.

With the optical system completely characterized, we now include the membrane’s dynamics, to determine the heating rate. The interaction between the membrane and the optical modes inside the cavity is described by the Hamiltonian in Eq. (3.32). Since this interaction is extremely weak, we restrict ourselves to first and second order expansions in the mechanical position, such that:

$$
\hat{H}_{int} = \hbar \sum_{i,j} g_1[i,j] \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) (b + b^\dagger) \\
+ \hbar \sum_{i,j} \frac{g_2[i,j]}{2} \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) (b + b^\dagger)^2.
$$

(3.56)
We recall that the couplings \( g_1[i,j] \) and \( g_2[i,j] \) can always be determined numerically using the approaches described in section 3.2 (see Fig. 3.6, 3.7 and 3.8). Moreover, we have simple expressions for both the weak and strong coupling regimes. For \( \epsilon d_p k \ll 2 \), they are given by Eqs. (3.37). On the other side, for \( \epsilon d_p k \gg 2 \), the linear couplings are given in Eq. (3.42), while the quadratic ones are the induced \( G_2 \) given in Eq. (3.47). In this strong dielectric limit, the two mode description (even and next odd one) is sufficient, and the quadratic coupling is dominated by the induced one \( G_2 \). To avoid confusion, in the remainder of this chapter we do not further specify whether the quadratic coupling is the intrinsic or the induced one. It will always be the total contribution.

Being interested in the heating of the mechanical system, we neglect the quadratic couplings (\( g_1 \gg g_2 \)) so that, in the resolved sideband regime \( \omega_m \gg \gamma_i \), we can ignore the sidebands coming from \( \hat{b}^\dagger \hat{b}^\dagger \) and \( \hat{b} \hat{b} \). The remaining term proportional to \( \hat{b}^\dagger \hat{b} \) does not lead to heating. The Hamiltonian then becomes

\[
\hat{H}_{\text{int}} = \hbar \sum_{ij} g_1[i,j] \left( \hat{a}_i + \hat{a}_i^\dagger \right) \left( \hat{a}_j + \hat{a}_j^\dagger \right) \left( \hat{b} + \hat{b}^\dagger \right),
\]

and we recall that the membrane is described by \( \hat{H}_m = \hbar \omega_m \hat{b}^\dagger \hat{b} \). As a consequence of symmetry, the linear interaction couples an even and an odd optical modes with the membrane’s position. The Hamiltonian in Eq. (3.57) can thus be rewritten as

\[
\hat{H}_{\text{int}} = \hbar \sum_{ij} \left[ 2i, 2j + 1 \right] \left( \hat{a}_{2i} \hat{a}_{2j+1}^\dagger + \hat{a}_{2j} \hat{a}_{2i+1}^\dagger \right) \left( \hat{b} + \hat{b}^\dagger \right),
\]

where we used the RWA: \((\hat{a}_i + \hat{a}_i^\dagger)(\hat{a}_j + \hat{a}_j^\dagger) \simeq \hat{a}_i \hat{a}_j^\dagger + \hat{a}_j \hat{a}_i^\dagger \).

Assuming that only one even mode is driven, we linearise it such that \( \hat{a}_e^{(s)}(t) \rightarrow \hat{a}_e^{(s)}(t) + \delta \hat{a}_e^{(s)}(t) \), for a certain even index \( e \). If the drive is strong enough, a good approximation is to only include terms which are enhanced by the strong drive. Eq. (3.58) then becomes

\[
\hat{H}_{\text{int}}(t) = \hbar \sum_{ij} g_1[e, 2j + 1] \left( \tilde{a}_e \hat{a}_{2j+1}^\dagger(t)e^{-i\omega_m t} + \tilde{a}_e^* \hat{a}_{2j+1}(t)e^{i\omega_m t} \right) \left( \hat{b} + \hat{b}^\dagger \right),
\]

where we have explicitly written the time dependency of \( \alpha_e(t) = \tilde{\alpha}_e e^{-i\omega_m t} \). In analogy to the electromechanical case, we consider the situation in which the even mode is continuously driven at its resonant frequency, such that \( \tilde{\alpha}_e \simeq i\alpha / \sqrt{T \gamma_e} \), with \(|\alpha|^2 \) the number of photons sent into the cavity during the probe duration \( T \). Using the Fermi Golden Rule, the heating rate \( \Delta n_b / T \) is found to be

\[
\frac{\Delta n_b}{T} = \frac{1}{\hbar^2} \langle \hat{F} \hat{F} \rangle_{-\omega_m},
\]

where \( \hat{F} \) is the optical part of the interaction Hamiltonian in Eq. (3.59), and \( \langle \hat{F} \hat{F} \rangle_\Omega \) the Fourier transform

\[
\langle \hat{F} \hat{F} \rangle_\Omega = \int_{-\infty}^{\infty} dt e^{i\Omega t} \langle \hat{F}(t) \hat{F}(0) \rangle.
\]
3.3. Mechanical heating rate

To compute \( \langle \mathcal{F} \mathcal{F} \rangle_{-\omega_m} \), we explicitly write down \( \langle \mathcal{F}(t) \mathcal{F}(0) \rangle \)

\[
\langle \mathcal{F}(t) \mathcal{F}(0) \rangle = h^2 \sum_{i,j} g_1[\epsilon, 2i + 1] g_1[\epsilon, 2j + 1] \left( \hat{a}_e \hat{a}_{2i+1}^\dagger(t) e^{-i\omega_{i,t}} + \hat{a}_e^* \hat{a}_{2i+1}(t) e^{i\omega_{i,t}} \right) \\
\times \left( \hat{a}_e \hat{a}_{2j+1}(0) + \hat{a}_e^* \hat{a}_{2j+1}(0) \right),
\]

(3.62)

where the time evolution of the operators \( \hat{a}_i \) is described by Eq. (3.55). Ignoring non contributing terms\(^{10}\), we simplify the product within the brackets in Eq. (3.62):

\[
\langle |\tilde{\epsilon}_e|^2 \hat{a}_{2i+1}^\dagger(t) \hat{a}_{2j+1}(0) e^{-i\omega_{i,t}} + |\tilde{\epsilon}_e|^2 \hat{a}_{2i+1}(t) \hat{a}_{2j+1}^\dagger(0) e^{i\omega_{i,t}} \rangle,
\]

(3.63)

We ignore the state of the optical fields inside the cavity at the initial time \(-\tau\) (this is equivalent to saying that our system does not have infinite memory), and impose the noise correlators:

\[
\langle \hat{A}_{L,i}(-\tau) \hat{A}_{L,j}^\dagger(-\tau) \rangle = \delta_{ij},
\]

(3.64a)

\[
\langle \hat{A}_{R,i}(-\tau) \hat{A}_{R,j}^\dagger(-\tau) \rangle = \delta_{ij}.
\]

(3.64b)

All other correlators are zero, if we assume the average thermal occupation to be null at the relevant optical frequencies. Putting all together, we find the optomechanical heating rate

\[
\frac{\Delta n_b}{T} = |\tilde{\epsilon}_e|^2 \left[ \sum_{i,j} g_1[\epsilon, 2j + 1] \sqrt{\gamma[2j + 1, \epsilon - \omega_m]} \right]^2,
\]

(3.65)

where the index \( m \) refers to the mechanical frequency \( \omega_m \). Before proceeding, let us comment on this result. First, the contributions from the counter rotating terms, that we have ignored with the RWA, would appear in Eq. (3.65) as additional terms in the sum. These would have denominators \( i \left( \omega_{2j+1} - \omega_e \pm \omega_m \right) + \gamma[2j + 1, 2j + 1]/2 \), which are separated by large optical frequencies and can be neglected. In other words, the terms for which the RWA does not apply, do not contribute to the heating. While this result looks obvious, it is not. At first sight, the terms of the sum in Eq. (3.65) scale as one over the frequency difference. This results in a logarithmic divergence with significant contributions from highly off-resonant terms, where the RWA is questionable. However, the convergence is ensured by interferences between optical modes\(^{11}\), hidden in factors \((-1)^j\) inside the couplings \( g_1[\epsilon, 2j + 1] \). This means that there is only a neighbour of frequencies around \( \omega_e \) that effectively contributes to the mechanical heating, and for these the RWA is justified (see Fig. 3.11, top right). Second, we assumed that there are no thermal photons at the relevant frequencies. While this assumption is legit, their contribution can be included in an overall factor \((1 + 2\tilde{n}_e)\) multiplying the whole rate. To be annoyingly precise, the number of average thermal photons in the reservoir \( \tilde{n}_e \) is frequency dependent. For the same reasons explained above, however, an excellent approximation is to consider the thermal photons at the frequency of the driven mode \( \omega_e \). Finally, internal dissipation can be taken into account by modifying the factors \( \gamma[2j + 1, 2j + 1]/2 \) in

\(^{10}\)\( \hat{a}_{2i+1}^\dagger(t) \hat{a}_{2j+1}(0) \) and \( \hat{a}_{2i+1}(t) \hat{a}_{2j+1}(0) \) only contain noise terms which correlators are null [see Eq. (3.64)].

\(^{11}\)Technically speaking, the finite-size of the dielectric also helps making the sum converging. However, interferences are just much more important.
the denominators of Eq. (3.65), and by including the corresponding contributions. While generally this results in modifications to \( \Delta n_b / T \), in our case it makes practically no difference. In fact, the additional heating coming from the internal dissipation is compensated by a reduced intensity of the optical field inside the cavity. Adding an additional channel does not increase the noise; vacuum is always vacuum. And this is true for atoms, membranes, butterflies and freight trains [101].

In the remainder of this section, we determine simple expressions for the heating rate \( \Delta n_b / T \) in the limits of weak and strong dielectric. We assume that the minimum gap between two optical frequencies is bigger than both the mechanical frequency and the optical decay rate: \(|\omega_i - \omega_j| \gg \omega_m, \gamma[k,l]| \) for any \( i,j,k,l \). Moreover, we embrace the shared belief according to which the rates \( \gamma[i,j] \) are constant for a wide spectrum, such that \( \gamma[i,j] \simeq \gamma \) for any \( i,j \). We thus rewrite Eq. (3.65) in the following way:

\[
\Delta n_b / T = |\bar{\alpha}_e|^2 \gamma \left( \sum_j g_1[e, 2j + 1] \Delta \omega_{2j+1} \right)^2, \tag{3.66}
\]

where \( \Delta \omega_{2j+1} = \omega_{2j+1} - \omega_e \).

### 3.3.1 Optomechanical heating rate in the strong dielectric limit

In the strong dielectric limit, the denominator \( \Delta \omega_{2j+1} \) in Eq. (3.66) almost vanishes for the next odd mode \( 2j + 1 = e + 1 \) (see Fig. 3.2 and section 3.1.3). For all other indices \( j \), the contribution to the series is negligible [see Fig. 3.11 (top right)]. We thus approximate the rate \( \Delta n_b / T \) with

\[
\frac{\Delta n_b}{T} \simeq |\bar{\alpha}_e|^2 \gamma \left( g_1[e, 2j + 1] \Delta \omega_{e+1} \right)^2 \frac{d_p^2 x_k^2 |a|^2 \omega_e^4}{16 \epsilon^4 \epsilon_r^2}, \tag{3.67}
\]

where we substituted the average intracavity photons \( \bar{\alpha}_e \) with the expression

\[
\bar{\alpha}_e = \frac{i\alpha}{\sqrt{T \gamma}}. \tag{3.68}
\]

We recall that \( |\alpha|^2 \) is the total number of photons sent during the probing time \( T \). This substitution is for consistency with the notation introduced in chapter 2.

### 3.3.2 Optomechanical heating rate in the weak dielectric limit

Deriving a practical expression for the heating rate \( \Delta n_b / T \) in the weak dielectric limit is slightly more involved, since we cannot consider only one contribution in the sum in Eq. (3.66). We start by recalling that the linear couplings \( g_1[e, e + 2j + 1] \) are given in Eq. (3.37a), such that:

\[
\frac{\Delta n_b}{T} = \epsilon_t^2 \frac{d_p^2 x_k^2 |a|^2 \omega_e^4}{4 TL^2} \left( \sum_j (-1)^j \sqrt{\omega_{e+2j+1}} \right)^2 \tag{3.69}
\]

This equation shows the power of interference. Different decay paths interfere destructively, making the sum convergent and thus reducing the mechanical heating. This can be understood in Fig. 3.11 (top right, blue line), where Eq. (3.69) is evaluated for different numbers of contributions \( j \). In particular, on the \( x \) axis there are the number of contributions, in pairs, around the even index ‘e’. By taking only the
two terms \( e \pm 1 \), we overestimate the heating. The next odd pair \( e \pm 3 \) partially corrects the result, that converges to within 10% of the real value in few other iterations. Another way to understand this behaviour, we can think at the modes in the optical field, and at the force that they exert on the membrane. From physical consideration, this force is proportional to the electric field difference at the interfaces of the dielectric [see Eq. (3.41)]. And since the odd modes switch sign by increasing the index, it follows that half of them push, half pull the membrane, such that the resulting force is a compromise between these two contributions.

We rewrite Eq. (3.69) by approximating \( \sqrt{\omega_{e+2j+1}} \simeq \sqrt{\omega_{e+1}} \). This is justified, since optical frequencies are generally characterized by high indices. Recalling that \( \Delta \omega_{2j+1} = c\pi(2j + 1)/L \), we get:

\[
\frac{\Delta n_b}{T} = \epsilon_r^2 \frac{d_p^2 x_z^2 |a|^2 \omega_e^2}{4TL^2} \left( \sqrt{\omega_{e+1}} \frac{L}{c\pi} \sum_{j} \frac{(-1)^j}{2j+1} \right)^2 = \frac{d_p^2 x_z^2 |a|^2 \omega_e^2 \omega_{e+1}}{16T} \frac{\omega_e^2 \epsilon_r}{c^4} ,
\]

where \( \omega_{e+1} \simeq \omega_e \) (for the same reason explained above). Quite surprisingly, the weak and strong dielectric limits in Eqs. (3.67) and (3.70) give almost the same expression, even though they are derived in completely different limits. We stress that interferences between the electric fields at the edges of the membrane cancel the divergence of the sum. For getting this result, we assumed that all modes share the same reservoir, with identical couplings. Other scenarios could be interesting to investigate, to see whether it is possible to reduce the optomechanical heating. The trivial case of each mode talking to an independent reservoir, for instance, is a horrible, horrible idea. It eliminates the field interferences and increases the heating\(^{12}\). Fortunately, such scenario is not the typical situation in practice.

\(^{12}\text{Notice that, even in this case, the sum over all optical modes is still convergent. This is due to the fact that, outside the limit } 2d_p \sqrt{T + \epsilon_r} \ll \lambda, \text{ Eq. (3.37a) ceases to be valid and the linear couplings } g_{\lambda[e,2j+1]} \text{ are reduced.} \)
Figure 3.11: $\lambda$ and other relevant parameters for the phonon QND measurement. In the upper, left plot, we compare the numerical values for $\lambda$ (solid line) with the analytical prediction of Eq. (3.73) (dashed line). In the upper, right plot, we investigate the convergence of the sum in Eq. (3.69) in the weak (blue, $\epsilon_r = 0.1$) and strong (red, $\epsilon_r = 100$) dielectric regime. $\Delta n_b$ is the value of the parameter $\Delta n$ in Eq. (3.65), with the sum evaluated up to the associated number of contributions. The heating $\Delta n_b$ is represented in the lower, left figure. The numerical value (solid line) is plotted along with the analytical prediction (dotted line) of Eq. (3.67). In the lower, right plot, the parameter $D^2$ is computed numerically (solid line) and analytically [dashed line, Eq. (3.72)]. For all figures, we set $\lambda = 4 \mu m$, $L = 6$ mm, $d_p = 50$ nm, $\omega_m = (2\pi)80$ MHz, $\gamma = (2\pi)1.5$ kHz, $|\alpha| = 10^9$, and $x_z = 1.3$ pm.
3.4 The parameter $\lambda$ and the phonon QND measurement

In the previous section, we determined the heating rate $\Delta n_b/T$. While a general formula is given in Eq. (3.65), practical expressions in the limits of strong and weak dielectric have also been derived, and presented in Eqs. (3.67) and (3.70), respectively. Since the frequencies of the strongly driven even mode and the next odd one are almost identical for typical setups, we assume $\omega_{e+1} = \omega_e$ in the following. As a consequence, the heating rates $\Delta n_b$ in the strong and weak dielectric limit become identical and take the form in Eq. (3.67). Below, we derive the signal to noise ratio $D^2$ introduced in section 2.1, and the figure of merit for the phonon QND measurement: the parameter $\lambda$. We then comment about the two different regimes, and how to improve the experiment.

Following the procedure outlined in section 2.2.1, we determine the signal to noise ratio $D^2$ for the optomechanical system

$$D^2 = \frac{g^2 |\alpha|^2 \gamma_{\text{out}}^2}{(\gamma_{\text{out}} + \gamma_{\text{in}})^4},$$

(3.71)

where $\gamma_{\text{out}}$ is the desired outcoupling, and $\gamma_{\text{in}}$ takes into account internal dissipation. Using previous results, we substitute the quadratic coupling $g^2$ with Eqs. (3.37b) and (3.47), to find simple expressions in the strong and weak dielectric limits. Interestingly, these equations reduce to the same result, such that $D^2$ becomes

$$D^2 = \frac{d^2 x_z^4 |\alpha|^2 \omega_0^6}{16 \gamma^2 L^2 \epsilon^4 \epsilon_r^2},$$

(3.72)

no matter in which regime. Here, to be consistent with the electromechanical case studied in chapter 2, we set $\gamma_{\text{out}} = \gamma_{\text{in}} = \gamma$. Including both $D^2$ and $\Delta n_b$, the parameter $\lambda$ can be derived to be

$$\lambda = \frac{x_z^2 \omega_0^2}{L^2 \gamma^2},$$

(3.73)

both in the strong and weak dielectric limit. For current technology, it is highly challenging to have $\lambda > 1$. As an example, the experiment in Ref. [45], that aims at performing the phonon QND measurement, is characterized by $\lambda \lesssim 10^{-10}$. In Fig. 3.11 (top left), we compare the parameter $\lambda$ computed numerically with Eq. (3.73). Deviations are to be ascribed to hybridization of the even optical mode, that have not been considered in the theory. For comparison, the mechanical frequency $\omega_m$ and zero point motion amplitude $x_z$ are taken identical to the one used for the electromechanical setup. In the same figure, we show the signal to noise ratio $D^2$ (bottom right), and the heating $\Delta n_b$ (bottom left).

It is useful to express the parameter $\lambda$ in different ways, to discover qualitative differences between the weak and strong dielectric limit. The fact that $\lambda$ is the same in both cases, follows from the particular geometry chosen. In other experiments, it may be advantageous to work in one of the two regimes. In the following section, we highlight which settings have to be tuned to increase $\lambda$, to achieve the phonon QND measurement. In particular, we explain why the electromechanical system allows for the QND measurement, while the optomechanical one not. To do so, we start from the general equations for $D^2$ and $\Delta n_b$ given in Eqs. (3.66) and (3.71), respectively. These have been determined without imposing any constraint from the particular
system used\textsuperscript{13}, and are therefore more general than the membrane–in–the–middle setup of Fig. 3.10.

### 3.4.1 The parameter $\lambda$ in the strong dielectric limit

Whenever the condition $\epsilon_r d_p k \gg 2$ is satisfied, the optical modes are strongly hybridized. As such, the frequency difference between the driven even mode $\omega_e$ and the next odd one $\omega_o$ goes to zero. Therefore, we approximate again the sum in Eq. (3.66) with the single term with index $2j + 1 = e + 1 = o$, to get

$$\frac{\Delta n_b}{T} = \frac{|\alpha|^2 g_1^2}{T \Delta \omega^2},$$

(3.74)

where $g_1 = g_1[e, o]$. As a consequence of the strong hybridization of the optical modes, the total quadratic coupling is dominated by the induced one $G_2$ discussed in section 3.2.3, Eq. (3.47). We can thus rewrite the signal to noise rate $D^2$ in Eq. (3.71) as

$$D^2 = \frac{|\alpha|^2 g_1^4}{\Delta \omega^2 \gamma^2},$$

(3.75)

With this and the heating rate $\Delta n_b$ in Eq. (3.74), we determine the parameter $\lambda$ to be

$$\lambda = \frac{g_1^2}{\gamma^2},$$

(3.76)

confirming the results of Ref. [78, 79]. Not surprisingly, we recover the condition according to which strong optomechanical coupling is required to achieve phonon QND measurement. In addition to the literature, here we have developed the tools to demonstrate that the two modes description of the system is rigorous in the strong coupling regime. Motivated by the degeneracy in the even and odd frequencies, our numerical tools confirms this description. Moreover, we give simple expressions for the relevant quantities, that only depend on easily accessible parameters such as the polarizability $\epsilon_r$, the cavity length $L$ and the membrane’s width $d_p$.

### 3.4.2 The parameter $\lambda$ in the weak dielectric limit

The strong dielectric limit puts a severe requirement for the phonon QND measurement. The reason is that the frequency difference is directly related to the quadratic coupling, as shown in Eq. (3.47). In the weak dielectric limit, however, the quadratic coupling is completely unrelated from $\Delta \omega$. To get an expression for $\lambda$ in this regime, we take a reasonable assumption to rewrite the sum in Eq. (3.66). As seen in section 3.3.2, the frequencies contributing to the heating rate $\Delta n_b$ are numerous. However, the core is centred around the even mode, where the linear couplings are slowly varying. Moreover, interferences of the electric fields play a central role in reducing the heating, such that:

$$\frac{\Delta n_b}{T} = \frac{|\alpha|^2}{T} \left( \sum_j g_1[e, 2j + 1] \frac{\Delta \omega_{2j+1}}{\Delta \omega} \right)^2 \approx \frac{|\alpha|^2 g_1^2}{T \Delta \omega} \left( \frac{\pi}{2 \Delta \omega} \right)^2,$$

(3.77)

\textsuperscript{13}For simplicity we still consider the situation in which optical frequencies set the highest scale in the system, and we include internal optical dissipation. Generalizations have been done, but do not add insight to the problem.
where $g_1 = g_1[e,o]$ and $\Delta \omega = \omega_o - \omega_e$. The equality marked with ‘†’ deserves few comments, the first being that it is not quantitatively correct, but gives powerful qualitative insights. The absolute value of the couplings $g_1[e,2j+1]$ has been taken outside the sum, and assumed approximately equal to $g_1[e,o]$. The symmetry of the system is such that a factor $(-1)^j$ remains inside the sum, as a consequence of interferences between the electric fields. With the frequency differences $\Delta \omega_{2j+1}$ proportional to the indices, the sum converges to $\pi/[2\Delta \omega]$, as seen above in Eq. (3.70). While these assumptions could change from system to system, Eq. (3.77) describes a behaviour that is shared by all setups, and can be used to find an approximate value of the parameter $\lambda$.

$$\lambda \simeq \frac{1}{4\pi^2} \left( \frac{g_2}{g_1} \right)^2 \left( \frac{\Delta \omega}{\gamma} \right)^2,$$  

(3.78)

with $g_2 = g_2[e,e]$. This result really shows the potential of fabrication engineering for phonon QND measurement. Moreover, it explains why the electromechanical setup is capable of seeing quantum jumps, while the optical cavity is not. The difference resides in the frequency difference $\Delta \omega = \omega_o - \omega_e$. While the electrical circuit can be designed such that $\Delta \omega \simeq \omega_o \gg \omega_e$, for the optical cavity it is $\Delta \omega = \pi c/L$, a small fraction of $\omega_e$. In fact, by substituting $\Delta \omega$ with $\omega_o$ (and imposing $Z_{\text{out}} = R$) in Eq. (3.78), we recover the parameter $\lambda_b$ in Eq. (2.5b). This result sheds light on how to achieve phonon QND measurement in the optical regime. While the strong dielectric limit remains inconvenient for the reasons discussed above, in the weak dielectric limit we may be successful. However, we need to carefully engineer the system, such that the frequency difference between the even and odd optical modes is big.

### 3.5 Conclusions

The limit for which the phonon QND measurement can be achieved in the optical cavity of Fig. 3.1, can be rewritten in terms of the finesse $F$. With $F = \Delta \omega/\gamma$, Eq. (3.73) becomes

$$\lambda = 4 \left( \frac{x_z}{\lambda_e} \right)^2 F^2,$$  

(3.79)

where $\lambda_e$ is the wavelength of the driven optical mode. Therefore, to have $\lambda \gg 1$, we require $F \gg \lambda_e/2x_z$. For the experiment in Ref. [45], the optical wavelength and the zero point motion amplitude are $\lambda_e = 400$ nm and $x_z = 7.86$ fm, respectively. The finesse is thus required to be $F \gg 2.5 \cdot 10^7$. This limit being inaccessible for current technology, we need to lower the requirements. A possible strategy is to increase the zero point motion amplitude of the membrane. As suggested in [45] and demonstrated in [102], taking a SiN membrane 50 nm thick and with 40 µm diameter, it is possible to increase $x_z$. For $x_z = 222$ fm, the required finesse to achieve phonon QND measurement becomes $F \gg 9 \cdot 10^5$. Despite the challenge, this limit is not necessarily science fiction [103, 104]. However, we believe that a smarter way consists in engineering an experiment in which the frequency difference between the even and odd modes $\Delta \omega$ is big enough to relax the requirement on the cavity finesse. This can perhaps be achieved with photonic crystals [105].
Chapter 4

Measurement device independent quantum key distribution

In the following, we present the results summarized in [4]. We study a setup allowing for QKD, in the settings where a third party, Charlie, measures the qubits sent by Alice and Bob. The chapter is structured as follows. In section 4.1, we introduce the high dimensional mdi–QKD protocol. The secret key rate is then derived in section 4.2, for the information encoded both in the spatial or temporal degrees of freedom of the travelling photons. Finally, we collect the results in section 4.3.

4.1 Protocol definition

We consider the setups presented in Fig. 4.1, where Alice and Bob both send a photon to Charlie. These are the general settings for mdi–QKD, where, to eliminate detectors loopholes, the measurement is delegated to an untrusted third party. Since we are interested in Hi–D encoding, we cannot consider the situation described in Ref. [64], where polarization is the degree of freedom used. Instead, the setup of Fig. 4.1(a) is based on spatial encoding of the qubit, while the one in Fig. 4.1(b) on temporal encoding. These are not upper bounded and, as such, are well suited for Hi–D mdi–QKD. Moreover, the bidimensional case is completely equivalent to the one of Ref. [64].

![Diagram](https://example.com/diagram)

**Figure 4.1**: Schematic of the proposed setup for Hi-D mdi QKD. (a) Space is used to encode information in different paths (multi-core fibers can be used as transmission channels). $2N$ single photon detectors are necessary for this configuration. (b) Time encoding scheme, where different time-slots are used to encode the qudits. The number of detectors is independent of the dimension $N$. 
Most QKD protocols are based on mutually unbiased bases (MUBs). Usually, the computational Z basis (\{\ket{0}, \ket{1}\} for qubits) is less susceptible to errors than the X basis (\{\ket{\phi_0}, \ket{\phi_1}\}, with \ket{\phi_0} = (\ket{0} + \ket{1})/\sqrt{2} and \ket{\phi_1} = (\ket{0} - \ket{1})/\sqrt{2}). This is also the case for the encodings in Fig. 4.1, where different wave packets may dephase, but are unlikely to switch from one bin to another. Thus, the Z basis is used for key generation, and the X basis for error estimation. Generalizations of the Z and X bases are, respectively, \{\ket{0}, \ket{1}, \ldots, \ket{N-1}\}, and \{\ket{\phi_0}, \ldots, \ket{\phi_{N-1}}\}. Here, \ket{\phi_i} are the orthonormal superpositions of all the elements of the Z basis, with equal and real weights. As an example, for \(N = 4\):

\[
\begin{align*}
\ket{\phi_0} &= \frac{1}{2} (\ket{0} + \ket{1} + \ket{2} + \ket{3}), \\
\ket{\phi_1} &= \frac{1}{2} (\ket{0} - \ket{1} - \ket{2} + \ket{3}), \\
\ket{\phi_2} &= \frac{1}{2} (\ket{0} + \ket{1} - \ket{2} - \ket{3}), \\
\ket{\phi_3} &= \frac{1}{2} (\ket{0} - \ket{1} + \ket{2} - \ket{3}).
\end{align*}
\] (4.1a)

Our \(N\) dimensional mdi–QKD protocol for two MUBs is given by the procedure:

1. Alice and Bob choose, with probability \(P_b \in (0,1)\), the Z basis and with probability \(1 - P_b\) the X basis.

2. Alice and Bob randomly generate one of the \(N\) qudits in the chosen basis, and send it to Charlie.

3. Whenever Charlie gets a coincidence click of two detectors, he publicly announces the outcome of his measurement. Otherwise, the event is discarded.

4. Steps (1) to (4) are repeated, to have enough statistics to estimate the quantum bit error rate (QBER), and sufficiently many bits of key.

5. Alice and Bob announce their bases, and estimate the QBER. If the QBER is too high, they abort the protocol.

6. Alice and Bob proceed with classical error correction and privacy amplification.

For simplicity (when not otherwise specified), we describe the protocol in the space encoding of Fig. 4.1(a), with straightforward generalization to the time encoding. Assume first that Alice and Bob both choose the Z basis. Whenever they send the same element \(i\), two photons arrive at the same BS and bunch together. There is thus no coincidence event, and the outcome is discarded. When Alice and Bob generate different states \(i\) and \(j\) (\(i \neq j\)), these photons necessarily end up in different detectors, and Charlie gets a coincidence click. The measurement collapses the state onto the two–dimensional space \(\{\ket{i}_A \otimes \ket{j}_B, \ket{j}_A \otimes \ket{i}_B\}\), with the first state being Alice’s, the latter Bob’s. An eavesdropper Eve cannot distinguish whether Alice sent the state \(\ket{i}\) and Bob \(\ket{j}\) or vice versa, and thus can only guess with 50% probability the bit of key. In the X basis interference only allows half of all possible coincidence clicks to happen, and this permits determining the QBER relative to all two dimensional subspaces. For example, consider the case \(N = 2\), and assume that both Alice and Bob send states with the same phase. Then, only coincidences on the same side of the BSs of Fig. 4.1(a) are allowed. If Alice and Bob choose different phases, opposite outcomes are permitted. This concept is generalizable to \(N > 2\), considering
that the detection collapses the state onto a two dimensional subspace, so that only the relative phases within this subspace matter. Alice and Bob can thus determine the contributions $\epsilon_{x}^{i,j}$ to the QBER $\epsilon_{x}$, where $i,j=0,\ldots,N-1$ are all possible indices of the 2-dimensional subspaces of the composite Hilbert space. For finite key length and high dimensions, there may be insufficient statistics to estimate each individual error rate $\epsilon_{x}^{i,j}$. In this case, the QBER can be determined by merging all $X$ measurements into a single error rate $\epsilon_{x}$. The QBER for the $N$ dimensional protocol can thus be estimated with the same resources as for the standard 2 dimensional protocol [106]. If the error rates $\epsilon_{x}^{i,j}$ are different (e.g. due to different detectors), a better key rate can be obtained by treating the errors independently. For simplicity, we restrict ourselves to the simplest strategy and only consider a single error rate $\epsilon_{x}$.

### 4.2 Secret key rate

We first prove that our Hi–D protocol is unconditionally secure, both for single photon sources and for coherent states with the decoy state method [73]. Then, we investigate all elements of the setup – sources, channels and detectors – to determine the QBER and raw key generation rate per application of the protocol ($R_{p}$) in the single photon case and for realistic experimental conditions. Finally, we consider the detector saturation regime.

In order to prove that Hi–D mdi–QKD is unconditionally secure, we show that the security of the $N$ dimensional protocol follows from the two dimensional case [64, 107, 108, 109]. The key argument is that, whenever Charlie announces a coincidence click, the wave function is projected onto a two dimensional subspace, with all other states being erased by the measurement. As an example, consider Fig. 4.1(a), and assume that one of detectors 1 and 2 and one of detectors 7 and 8 click. The system is thus projected onto the Bell states $(|0\rangle_{A}|3\rangle_{B} \pm |3\rangle_{A}|0\rangle_{B})/\sqrt{2}$, with the sign determined by the parity of the measurement (clicks in 1 & 7 or 2 & 8 lead to a plus, 1 & 8 or 2 & 7 to a minus). It follows that, if Alice and Bob both chose the $X$ basis, all states other than $|0\rangle$ and $|3\rangle$ are erased by the measurement. On the other hand, if the $Z$ basis was used, the parties had to have chosen these particular states as qudits. Every successful realization of the Hi–D protocol, is thus equivalent to an application of the two dimensional protocol, with the specific states identified by Charlie’s measurement.

To complete the security proof, we follow Ref. [64] and consider the virtual qudit approach [110]. We imagine that both parties prepare an entangled state of two qudits, of which one is sent to Charlie, and the other (the virtual one) is kept. The travelling photons are then encoded in the basis states by measuring the virtual qudits. Since these measurements can be postponed till after Charlie’s outcome is revealed, and since this outcome projects the state onto a two dimensional subsystem, the protocol is equivalent to the entanglement based protocol for qubits [111, 112].

The secret key rate $r$ can be derived from Ref. [64, 110, 113, 114]:

$$r = R \left[ 1 - H(\epsilon_{x}) - f(\epsilon_{z})H(\epsilon_{z}) \right],$$  \hspace{1cm} (4.2)

where $R$ is the raw key rate, $f(x) \geq 1$ is an inefficiency function for the error correction, and $H(x)$ the binary entropy. The same security proof can be adapted to the case of weak coherent pulses with the decoy state technique [64]. Since the measurement collapses the system to a two dimensional subspace, high–dimensional entanglement cannot be fully exploited with the current settings. It is thus not surprising
that the Hi–D protocol can be described in terms of standard mdi–QKD protocols. However, as we will see in the following, our protocol still allows for improvements.

With the protocol proven unconditionally secure, we now estimate the key rate taking into account realistic sources, channels and detectors. Above and in the following we assumed identical channels and detectors.

4.2.1 Sources’ contribution to the noise

In Hi–D mdi–QKD both Alice and Bob are required to generate qudits. These Hi–D photons have to interfere to generate the key, and therefore need to be identical. We quantify the errors introduced by distinguishable photons, assuming different shapes of the emitted photons. This can be described by expanding Alice’s state \(|i_A⟩ \rightarrow β|i_B⟩_A + √{1−|β|^2}|I⟩_A\), where \(|I⟩_A\) shares the encoding of Bob’s state (meaning that is in the same path/time slot), but is in one or more modes other than \(|i_B⟩_A\). If both parties use the \(Z\) basis, there should never be coincidences between detectors associated with the same BS in Fig. 4.1(a), and if the photons are in different paths it does not matter if they are distinguishable. Hence, the influence of distinguishable photons can be identified and never leads to errors in the key rate. However, for the \(X\) basis, there is a probability \(|β|^2\) that the photons interfere correctly, and a probability \(1−|β|^2\) that they click at random detectors, thus incrementing the QBER \(ε_x\) by \((1−|β|^2)/2\).

4.2.2 Channels’ contribution to the noise

The most general errors affecting qudits in transmission lines are bit–flips and phase–shifts [115]. We neglect the first ones, since the probability that a photon disappears and reappears in another spatially or temporally separated slot is small [70, 69]. Instead, within the transmission channel any state \(|i⟩\) acquires a random phase, such that \(|i⟩_J \rightarrow e^{iθ} |i⟩_J\). Here, \(i = 0, ..., N−1\) and \(J = A, B\) indicates whether the qudit was generated by Alice or Bob. Like before, the Z basis is unaffected by phase noise, since bits of key are only exchanged when photons do not interfere. However, for any pair of elements in the X basis, interference prevents half of the allowed coincidence clicks. Whenever phase noise affects the qudits, wrong clicks happen with a probability

\[
1−\frac{1}{2} \langle \cos \left( θ^A_i − θ^A_j − θ^B_j + θ^B_i \right) \rangle,
\]

with \(i ≠ j\) (the case \(i = j\) is automatically discarded). To quantify this effect, a noise model for the random variables \(θ^A_i − θ^A_j\) and \(θ^B_j − θ^B_i\) is required. Different models are better suited for different transmission lines and encoding schemes. In the space one, we consider a homogeneous situation, such that relative phases \(θ^A_i − θ^A_j\) and \(θ^B_j − θ^B_i\) are Gaussian distributed, with zero average and identical variance \(σ^2\). In the time domain, phase drifts in the sources can be added as independent noise contributions in this model. Here, we assume white noise between subsequent pulses, such that the variances of \(θ^A_i − θ^A_j\) and \(θ^B_j − θ^B_i\) are \(|i−j|^2 σ^2\). Alternatively, if the interferometer is slowly drifting, an appropriate model would be \(|i−j|^2 σ^2\).
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4.2.3 Detectors' contribution to the noise

For long distances, dark counts prevail over real clicks, increasing the QBER. We define $P_{dc}$ the probability that a single detector clicks without a photon, and

$$P_s = \eta 10^{-a_0 d/10}$$

(4.4)

the probability that a photon arrives at a detector and clicks. Here, $\eta$ is the detector’s efficiency, $a_0$ the fiber loss coefficient and $d$ the distance separating both Alice and Bob from Charlie. In the $Z$ basis, Alice and Bob verify if Charlie’s announcement is compatible with the qudit they sent. A wrong bit of key is shared if and only if Alice and Bob send the same state, and a bit–flip (induced by dark counts) occurs. If none or one photon arrives, a random bit of key is shared with probabilities

$$\frac{4}{N} \left(1 - P_s\right) (1 - P_{dc})^{2N-2}$$

for 0 photons, (4.5a)

$$\frac{4}{N} P_s (1 - P_s) P_{dc} (1 - P_{dc})^{2N-2}$$

(4.5b)

for 1 photon.

In case both photons click at the detectors, the probability to share a correct bit is

$$\frac{N - 1}{N} P_s^2 (1 - P_{dc})^{2N-2}.$$  (4.6)

A wrong bit is produced by two photons bunching together and a different detector firing, which happens with a probability

$$\frac{2}{N} \left(1 - P_s\right) (1 - P_{dc})^{2N-2}.$$  (4.7)

From these, it is possible to find how many wrong bits of key are shared on average, and thus the QBER $\epsilon_z$ and the raw rate per application of the protocol $R_p$ in the $Z$ basis.

We now explicitly calculate the QBER $\epsilon_x$ in the $X$ basis, including phase noise and distinguishability. If no photons arrive at Charlie, half the coincidence clicks are correct, half wrong, both occurring with probability

$$\frac{1}{2} \left(1 - P_s\right) (1 - P_{dc})^{2N-2}.$$  (4.8)

With a single photon clicking, the probability to have a correct or wrong coincidence click is

$$2 P_s (1 - P_s) (N - 1) P_{dc} (1 - P_{dc})^{2N-2}.$$  (4.9)

When both photons click at Charlie’s detectors, the probabilities for the outcome to be correct or wrong are

$$P_s^2 (1 - P_{dc})^{2N-2} \left[p^{(X)}_{\text{good}} + (N - 1) P_{dc} p^{(X)}_{\text{double}}\right]$$

(4.10a) correct click,

$$P_s^2 (1 - P_{dc})^{2N-2} \left[p^{(X)}_{\text{bad}} + (N - 1) P_{dc} p^{(X)}_{\text{double}}\right]$$

(4.10b) wrong click.

Here, $p^{(X)}_{\text{double}} = (1 + |\beta|^2) / N$ is the probability that both photons end up in the same detector. $p^{(X)}_{\text{bad}} = [N(N-1) - 2|\beta|^2 f_N] / [2N^2]$ and $p^{(X)}_{\text{good}} = [N(N-1) + 2|\beta|^2 f_N] / [2N^2]$ are the probabilities to have or not have the photonic interference spoiled by phase noise and distinguishability. The function $f_N$ depends on the considered phase noise.
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**Figure 4.2**: Secure key rate as a function of distance. Plain lines refer to \( N = 2 \), dash–dotted lines to \( N = 3 \), dashed lines to \( N = 4 \) and dotted lines to \( N = 8 \). (a,b): No detector dead time, \( \tau_d = 0 \). The secret key rate without detector dead time \( \tilde{r} \), is found using Eq. (4.2), with \( R \) substituted by \( R_p \), i.e.: \( \tilde{r} \) is in bit per application of the protocol. (c): Secret key rate per second \( r \) as a function of distance. The dead time is \( \tau_d = 20 \) ns, and the minimum pulse separation \( \tilde{T}_p = 200 \) ps \( (\tau_d/\tilde{T}_p = 100) \). Common parameters are: \( P_{dc} = 1 \cdot 10^{-6} \), \( f(\epsilon_z) = 1 \), \( |\beta|^2 = 0.85 \), \( \eta = 0.145 \) and \( \sigma \) equal to 0.175 (time) or 0.325 (space). \( \sigma \) is chosen such that, for \( N = 2 \) when only including dephasing, there is a QBER \( \epsilon_x \) of 1.5% (time) or 5% (space).

With these results, it is possible to find how many bits of key are wrong on average, and thus the QBER \( \epsilon_x \) in the X basis.

By merging the results above for sources, channel and detection imperfection, we derive Fig. 4.2(a,b), where the secret key rate per application of the protocol is determined using Eq. (4.2), with \( R \) substituted by the raw key rate per application of the protocol \( R_p \). From the plot we find the advantage of Hi–D mdi–QKD, as compared to standard mdi–QKD. The probability that Alice and Bob send the same state \( |i\rangle \) (resulting in a useless event) asymptotically goes to zero. This implies that, for small \( P_{dc} \), the performance is improved by a factor \( 2(N-1)/N \) compared to the standard mdi–QKD protocol, where half of the events are lost even if Alice and Bob select the same basis.
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With these results, it is possible to find how many bits of key are wrong on average, and thus the QBER \( \epsilon_x \) in the X basis.

By merging the results above for sources, channel and detection imperfection, we derive Fig. 4.2(a,b), where the secret key rate per application of the protocol is determined using Eq. (4.2), with \( R \) substituted by the raw key rate per application of the protocol \( R_p \). From the plot we find the advantage of Hi–D mdi–QKD, as compared to standard mdi–QKD. The probability that Alice and Bob send the same state \( |i\rangle \) (resulting in a useless event) asymptotically goes to zero. This implies that, for small \( P_{dc} \), the performance is improved by a factor \( 2(N-1)/N \) compared to the standard mdi–QKD protocol, where half of the events are lost even if Alice and Bob select the same basis.
4.2. Secret key rate

4.2.4 Detector saturation regime

In the following, we study the regime where the detector’s dead time \( \tau_d \) is comparable to the timescale at which photons click at Charlie’s detectors, and dark counts are negligible. We assume that during \( \tau_d \) Alice and Bob send \( n \) pulses separated by \( T_p = \tau_d / n \). In this regime, ordinary QKD has proven to gain advantage from high dimensional encoding \([72, 116]\). In the following, we extend this result to mdi–QKD, considering space and time encodings separately.

(Space) For any dimension \( N \) of the Hilbert space, \( 2N \) detectors are used (see Fig. 4.1). The probability per pulse \( P_{\text{hit}} \) that a detector is hit by a photon is

\[
P_{\text{hit}} = \frac{1}{2N} \left[ 2P_s(1 - P_s) + P_s^2(2N - 1) / N \right].
\]

In the continuous limit (\( t \gg T_p \)), the cumulative distribution for a detector being hit within a time \( t \) is \( 1 - e^{-P_{\text{hit}} t / T_p} \). From this, the probability \( P_{\text{alive}} \) that a detector is not dark can be found to be

\[
P_{\text{alive}} = P_{\text{hit}}^{-1} / (P_{\text{hit}}^{-1} + n),
\]

where we assume that a detector remains dark for a time \( \tau_d \), no matter how many photons arrive while it is dark. The average number of raw bits \( N_{\text{raw}} \) exchanged during a dead time \( \tau_d \) is therefore

\[
N_{\text{raw}} = \frac{\tau_d (N - 1) P_s^2 P_{\text{alive}}^2}{N}.
\]

Maximizing \( N_{\text{raw}} \) with respect to \( T_p \), we find the maximum of \( N_{\text{raw}} \) (assuming \( P_s \ll N \)):

\[
\frac{N_{\text{raw}}^{(M)}}{\tau_d} = \max_{T_p} \left\{ \frac{N_{\text{raw}}(T_p, P_s, N)}{\tau_d} \right\} = \frac{P_s(N - 1)}{4\tau_d}.
\]

(Time) In the time encoding, two detectors are used [see Fig. 4.1(b)], and the minimum time separation between two consecutive qudits is \( NT_p \). Following the same procedure outlined above, we find \( N_{\text{raw}} \), that is the same as in Eq. (4.14), but divided by a factor 2. This follows from the fact that during a train of \( N \) pulses, the same detector cannot click twice, leading to a better performance of the space protocol for short distances (see Fig. 4.3). The maximum number of bits exchanged during the detector’s dead time \( \tau_d \) is thus (\( P_s \ll N \)):

\[
\frac{N_{\text{raw}}^{(M)}}{\tau_d} = \frac{P_s(N - 1)}{8\tau_d N}.
\]

Including the results found for the saturation regime, and limiting the interval \( T_p \) between consecutive pulses to some minimal value \( \tilde{T}_p \), the raw key rate \( R \) can finally be determined to be:

\[
R = \frac{N_{\text{raw}}^{(M)}}{\tau_d} R_p.
\]

where the raw key rate per application of the protocol \( R_p \) assumes no detector dead time \( \tau_d = 0 \). Here, \( N_{\text{raw}}^{(M)} \) is either Eq. (4.15) (space encoding) or Eq. (4.16) (time encoding) when the optimal \( T_p \) is bigger than \( \tilde{T}_p \). Otherwise, \( N_{\text{raw}}^{(M)} \) is given by Eq. (4.14) with the substitution \( T_p \rightarrow \tilde{T}_p \). Since the number of pulses is varied to reach the optimal performance, we evaluate the raw key rate in units of the detector dead time.
τ_d. Therefore, while \( R_p \) is in \( \text{bit/pulse} \), \( R \) is in unit of \( \text{bit/s} \).

Since detectors are usually the limiting resource, we renormalize the raw key rate \( R \) in Eq. (4.17) with respect to the number of detectors \( n_{\text{det}} \) employed. This renormalization takes into account that \( 2N \) detectors could be used to perform \( N \) parallel applications of a two dimensional protocol, possibly outperforming the Hi–D setup. The rates per resource are shown in Fig. 4.3, with the plain dots referring to \( \tilde{T}_p = \tau_d/100 \), the empty ones to \( \tilde{T}_p = \tau_d/20 \). Figure 4.3 shows that with a limited rate of pulse generation (and thus finite \( \tilde{T}_p \)), there exists an optimal dimension \( N_{\text{opt}} \) for the best key rate \((P_s \ll N)\):

\[
N_{\text{opt}} = 2 + P_s \tau_d / \tilde{T}_p. \tag{4.18}
\]

For \( P_s \tau_d / \tilde{T}_p \gtrsim 1 \), we see that with Hi–D mdi–QKD we increase the key rate \textit{per detector}, due to the factor \( 2(N - 1)/N \) found above.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure4.3}
\caption{Raw key per detector \( R_{\text{det}} = R / n_{\text{det}} \) as a function of the dimension \( N \), in the detector saturation regime. Violet circles (full and empty) are used for the space encoding. Blue squares (full and empty) for the time encoding. The number of pulses \( n \) within \( \tau_d \) is optimized to achieve the highest rate. The maximum possible number of qubits \( \tau_d / \tilde{T}_p \) is either equal to 20 (empty circles and squares) or 100 (full circles and squares). \( P_s = 0.2, \tau_d = 20 \text{ ns}, \) and \( n_{\text{det}} = 2N \) (space) or \( n_{\text{det}} = 2 \) (time).}
\end{figure}

Our work allows, for given experimental conditions, to evaluate \textit{a priori} which is the best setting to be employed in order to achieve the highest secret key rate. As an example, Fig. 4.2(c) shows the secret key rate \( r \) as a function of distance. For these curves, we used Eqs. (4.17) and (4.2) to determine the raw \( (R) \) and the secret \( (r) \) key rates, respectively. With the chosen parameters, for short distances it is better to use Hi–D mdi–QKD in the space encoding, while for very long distances low dimensional time encoding is preferable. Three regimes are visible in the plot: in the central region the rate scales as \( P_s^2 \), as two clicks are required. In the detector saturation regime, the probability for the detectors not to be dark is \( P_s^{-1} \), meaning that the rate is linear in \( P_s \). Finally, for large distances dark counts prevail, making
QKD impossible. Note that for an accurate cost analysis, the number of detectors employed must also be considered, as in Fig. 4.3.

4.3 Conclusions

In conclusion, we have generalized the standard mdi–QKD protocol to higher dimensions $N$. In our analysis we consider the main sources of errors, and we prove the advantages of Hi–D mdi–QKD, particularly in the detector saturation regime. This result improves previous mdi–QKD schemes, allowing for higher communication rates. The considered generalization to Hi–D mdi–QKD is only one out of many possibilities. An attractive feature of our proposal, is that it can directly be implemented with existing technology. The protocol works by projecting the state onto a two dimensional Hilbert space, through the Bell state measurement performed by Charlie. Genuine Hi–D Bell state analysers would allow higher key rates, by increasing the PIE and reducing the informations acquired by Eve. However, discriminating Bell states with linear optics is challenging, leaving the Hi–D ones inaccessible [74]. The proposals in Refs. [117, 118, 119] for Hi–D Bell state analysis, may allow for genuine exploitation of high dimensional Bell states, but remain experimentally challenging. The present approach is thus the most attractive from a practical perspective.
Chapter 5

Conclusions & Outlook

In this last chapter, we briefly summarize the results derived above and present the outlooks for future research. In section 5.1, we focus on the opto- and electromechanical part, while in section 5.2 on QKD.

5.1 Towards mechanical quantum computers

In chapters 2 and 3, we suggested that current technology is mature enough to push opto- and electromechanics beyond linear interaction. We derived the figure of merit $\lambda$, telling us whether a setup is or is not capable of spotting quantum jumps – a purely non classical feature. We investigated existing experiments and proved that $\lambda$ can exceed the limit allowing for the phonon QND measurement. Besides the fundamental result of proving macroscopic systems to behave quantumly, an interesting question is whether this work allows for practical applications. Here, we try to foresee short and long term developments, extending the role of mechanics in quantum information.

In our system, the mechanics is coupled both linearly and quadratically to the optical modes. As such, we access non Gaussian operations\(^1\), which are in principle sufficient to build a fully operational quantum computer [94]. However, with $\lambda$ exceeding unity, we only proved the phonon QND measurement to be available. In other regimes, the quadratic coupling may be negligible, and as such the interactions allowing for single and two qubits gates could remain inaccessible. Below, we outline proposals for using mechanical elements for quantum information purposes, giving qualitative arguments for their feasibility.

Direct outcomes of the phonon QND measurement are readout and initialization of the mechanical wave vector. Since the measure projects the membrane onto a Fock state, combinations of red (blue) sideband cooling (heating) with the QND measurement, allow for preparing any desired number state. More indirect applications of our work are found by thinking at the expansion of $(\hat{b} + \hat{b}^\dagger)^2$. The resonant term $\hat{b}^\dagger \hat{b}$ is the one extensively studied for the QND measurement, and is selected by resonantly driving the even optical mode: $\Delta \equiv \omega_{\text{drive}} - \omega_p = 0$. With a different detuning, however, one of the other terms can be chosen: $\hat{b}^\dagger \hat{b}$ for $\Delta = 2\omega_m$ and $\hat{b} \hat{b}$ for $\Delta = -2\omega_m$. Importantly, for all these processes, deleterious effects related to the linear couplings are the same. In fact, both for $\Delta = 0$ and $\Delta = \pm 2\omega_m$, the sidebands at $\pm \omega_m$ are equally suppressed by the same frequency difference. As such, we believe that the condition under which these processes dominate is similar (or even the same) to the one derived for the QND measurement: $\lambda \geq 42$.

\(^1\)Other ways to access non Gaussian operations have been proposed, for simulators of mechanical systems, in Refs. [120, 121].
Let us now discuss about $\hat{b}^\dagger \hat{b}^\dagger$ and $\hat{b} \hat{b}$. The first one describes squeezing of the mechanical state. Limited only by the environment and the linear couplings, this squeezing is in principle unbounded and can exceed the maximum of 3 dB allowed by the linear coupling (without back action evasion schemes) [22, 23, 24, 11, 12]. More interesting is the term $\hat{b} \hat{b}$, that identifies a quite special mechanical cooling. An input photon here annihilates two phonons, to create an excitation into the cavity. The first excited mechanical state is thus protected, as there is not enough energy for compensating the conversion. The membrane is transformed into an effective two dimensional system, with only its ground and first excited states in the Hilbert space. In other words, we have a mechanical qubit.

With the necessity of building gates, we finally describe how to achieve all rotations in the Bloch sphere. The idea is to induce Rabi oscillations in the system, exploiting the linear interaction with a blue detuned laser. And this is quite straightforward; in fact, the real challenge is to make the two phonon cooling work (i.e.: build a system for which $\lambda \gg 1$). Once the membrane is an effective two level system, we can use the linear coupling to rotate the vector on the Bloch sphere. Now intentionally driving the cavity at $\Delta = \omega_m$, we choose the rotation axis with the laser phase, and its magnitude with intensity and duration of the pulse. Notice that combining the Bloch sphere rotations with the QND readout, we can perform a full tomography of the mechanical density matrix.

In conclusion, we extended the role of mechanical systems in quantum computing. With a lack of humbleness, we developed the idea of a mechanical qubit. We derived a clear condition – the parameter $\lambda$ – that tells us whether membranes show or hide their quantum features. In electromechanics, we proved that the phonon QND measurement is possible, and found the critical features to be addressed in the fabrication of optical setups. As said in chapter 1, other platforms are mature for running the first quantum algorithms. However, mechanical systems are unbeatable in terms of coherence times and can be easily scaled. As such, future quantum computers may benefit from these new qubits. Maybe a purely mechanical machine will be never built, but hybrid quantum computers could be the best option we have\(^2\). With the computational tasks distributed between the different platforms, we can really gain an advantage from all the good properties, and maybe push the performance beyond classical computers.

5.2 Guessing the future of QKD

QKD is the technology leading the second quantum revolution, where non classical features such as entanglement are used to accomplish otherwise impossible tasks. While the quantum computer struggles to outperform classical machines, QKD is a mature application. Devices can be bought online, and metropolitan networks are being developed right now [122, 123, 124]. A global phenomenon, QKD reaches the vastness of space, with dedicated satellites communicating with the ground [125, 126, 127]. As such, what is left to do is improving existing setups, tackling the current limitations: short communication distances, security loopholes, and low key rates. As said above, mdi–QKD addresses the first two, but needs to compromise with a lower key rate. Our work allows retaining all advantages of standard mdi–QKD, without compromising on the key rate. Importantly, it does not increase the system complexity and, as such, permits current platforms to be improved without

\(^2\)I actually believe in that. It is not advertisement for the new centre of Hybrid Quantum Networks (Hy-Q). That, by the way, is quite remarkable!
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significant effort. As a contribution to the field, we developed simple ways to estimate a priori the secret key rate of the device. With the noise sources characterized, it is possible to find the best settings for given resources (or vice versa). Moreover, generalizing our results to different kinds of dephasing can be done just by modifying the function \( f_N \) in Eq. (4.11). Including bit flips is more complicated, but also feasible (and likely not required). Altogether, Hi–D mdi–QKD has been extensively characterized, in the setting where Charlie projects the state onto two dimensional subspaces. As such, the future of mdi–QKD is likely related to real exploitation of high dimensional entanglement, to increase the PIE of single pulses. From one side, this promises performance increments that are only bounded by the technical difficulties of operating with high dimensional states. On the other side, designing a setup allowing for discrimination of Bell states is challenging using only linear optics [74]. Potentially, this is a long term limitation. Another promising approach beyond mdi–QKD is twin field (tf) QKD, which has been recently proposed in Ref. [128]. Here, in a similar configuration as the one investigated above, the advantages of mdi–QKD are retained, but the communication distance considerably extended. By using two optical fields resulting in a single photon interference followed by a single photon detection event, tf–QKD allows for key exchange beyond 500 km of distance. In a near future, unconditional security against general attacks has to be demonstrated for tf–QKD. Next, generalization to higher dimensions could be done, despite difficulties related to the specific encoding used. Finally, the long term gamble of QKD is to achieve device independent QKD. Extremely difficult due to the requirement of high quality entanglement creation and storage, di–QKD is secure against all loopholes, and a step in between standard QKD and cloud quantum computing. Despite the promising results achieved in Refs. [129, 130], the way is still long, with similar challenges as the ones for building a quantum computer.
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